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Prologue 
 
 
The main objective of Work Package 1 is to analyse the mechanisms and the determinants of poverty and 
inequality and to translate them into effective indicators. 
We deal with two main tasks: the first one is the development of new poverty indicators covering both 
monetary and non monetary aspects and the second one is the construction of poverty and inequality 
measures at local level from several waves (pooled estimates) and the comparison between different EU-
SILC waves results with focus on the local longitudinal changes. 
This work aims to provide the literature review which is the basis of the whole Work Package 1. It is 
organized in three parts. We begin Part 1, Poverty indicators in fuzzy and non-fuzzy approach, with a review 
of traditional poverty measures and several multidimensional approaches as well as the fuzzy measures. We 
propose a new approach that combines the TFR approach of Cheli and Lemmi (1995) and the approach of 
Betti and Verma (1999) and then we conclude this part with a background of the Laeken indicators. 
Next, in Part 2, Pooled estimates of indicators, we clarify the concept of pooling and its fundamental 
objectives. We illustrate, with many examples, four different scenarios that depend on whether the 
populations and data sources involved in the pooling are different or are the same. 
Finally, Part 3, Poverty and inequality measures for Regional and Local Governments, deals with the choice 
of appropriate indicators at regional and local level, taking into account monetary and non-monetary cross-
sectional measures as well as longitudinal measures. We conclude illustrating specific methods to estimate 
poverty and inequality measures at local level (SAE, poverty mapping). 
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Chapter  1 
 
Poverty indicators in fuzzy and non fuzzy 
approach (coordinator Achille Lemmi) 
 
 
1.1 Traditional Poverty Approach 

The traditional poverty approach is characterized by a simple dichotomization of the population into poor and 
non poor defined in relation to some chosen poverty line that represents a percentage (generally 50%, 60% or 
70%) of the media or the median of the equivalent income1 distribution. 

This approach is unidimensional, that is, it refers to only one proxy of poverty, namely low income or 
consumption expenditure. 

The traditional poverty method takes place in two different and successive stages: the first aims to 
identify who is poor and who is not according to whether a person’s income is below a critical threshold, the 
poverty line; the second stage consists of summarising the amount of poverty in aggregate indices that are 
defined in relation to the income of the poor and the poverty line. 

We can distinguish between poverty measures and inequality measures as discussed below. 
 
Poverty measures 

Poverty measures are used first and foremost for monitoring social and economic conditions and for 
providing benchmarks of progress or failure. They are indicators by which policy results are judged and by 
which the impact of events can be weighed, then they need to be trusted and require rigorous underpinning. 
They depend on the average level of consumption or income in a country and the distribution of income or 
consumption, then they focus on the situation of those individuals or households at the bottom of the 
distribution. 

The measures will function well as long as everyone agrees that when poverty numbers rise, conditions 
have indeed worsened and conversely, when poverty measures fall, that progress has been made. 

Poverty measures must satisfy a given set of axioms or must have certain characteristics: 
 

                                                 
1 The equivalent income of a household is obtained by dividing its total disposable income by the 
household’s equivalised size computed by using an equivalent scale which takes into account the actual size 
and composition of the household. 
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1. Scale invariance: poverty measures should be unchanged if, for example, a population doubles in 
size while everything else is maintained in the same proportions; 

2. Focus axiom: changes among better-off people below the poverty line do not affect measured 
poverty; 

3. Monotonicity axiom: holding all else constant, when a poor person’s consumption or income falls, 
poverty measures must rise or at least should not fall; 

4. Transfer axiom (Pigou-Dalton principle): holding all else constant, taking money from a poor 
person and giving it to a less poor person must increase the poverty measure and conversely, poverty 
falls when the very poor gain through a transfer from those less poor; 

5. Transfer – Sensitivity axiom: the reduction of poverty in the case in which a very poor person is 
made better off in relation to her neighbour should be greater than the reduction in the case in which 
the recipient is less poor; 

6. Decomposability axiom: poverty measures should be decomposed by sub-population. 

The most widely used measure is the headcount index, which simply measures the proportion of the 
population that is counted as poor. Formally: 

                                                       
n
qH =                                                                       (1.1.1) 

where n is the total population and q is the total number of poor. 
The headcount index is simple to construct and easy to understand, but it presents some weaknesses also. 

For example, it violates the transfer principle of Pigou-Dalton that states that transfers from a richer to a 
poorer person should improve the measure of welfare. The headcount index does not indicate how poor the 
poor are, and hence, does not change if people below the poverty line become poorer. Moreover, it calculates 
the percentage of individuals and not households, as the poverty estimates should be calculated, making a not 
always true assumption that all household members enjoy the same level of well-being.  

A moderately popular measures of poverty is the poverty gap index, which adds up the extent to which 
individuals fall below the poverty line and expresses it as a percentage of the poverty line. Formally: 

                                                 ∑
=

⎟
⎠
⎞

⎜
⎝
⎛ −

=
q

i

i

z
yz

n
I

1

1                                                            (1.1.2) 

where z is the poverty line and iy  the actual expenditure/income for poor people. 

The poverty gap is defined as the difference between z and iy  for poor people and zero for everyone else. 

Equation (1.1.2) is the mean proportionate poverty gap in the population and shows how much would 
have to be transferred to the poor bring their incomes or expenditures up to the poverty line. This measure 
has the virtue that it does not imply that there is a discontinuity at the poverty line but its serious shortcoming 
is that it may not convincingly capture differences in the severity of poverty among the poor. 

The poverty gap index is, then, the average over all people, of the gaps between poor people’s standard of 
living and the poverty line expresses as a ratio to the poverty line. The aggregate poverty gaps shows the cost 
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of eliminating poverty by making perfectly targeted transfer to the poor, in the absence of transactions costs 
and disincentive affects. 

Another poverty measure is the squared poverty gap index or severity poverty index used to solve the 
problem of inequality among the poor but not easily interpretable. This is simply a weighted sum of poverty 
gaps where the weights are the proportionate poverty gaps themselves giving more weight on observations 
that fall well below the poverty line. Formally: 
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It belongs to a family of measures proposed by Foster, Greer and Thorbecke (1984), which may be 
written as: 
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where ε  is a measure of the sensitivity of the index to poverty. For 0=ε , FGT(0) coincides with the 
headcount index, when 1=ε  FGT(1) is the poverty gap index and for 2=ε , FGT(2) is the poverty 
severity index. For 0>ε  this measure is strictly decreasing in the living standard of the poor. Furthermore, 
for 1>ε  it is strictly convex in income, that is, the increase in measured poverty due to a fall in one’s 
standard of living will be deemed grater the poorer one is. 

FGT class of poverty can be disaggregated for population sub-groups and the contribution of each sub-
group to national poverty can be calculated. 

Sen (1976) proposed an index that sought to combine the effects of the number of poor, the depth of their 
poverty and the distribution of poverty within the group. Formally: 
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This measure can also be written as the average of the headcount and poverty gap indices weighted by the 

Gini coefficient of the poor ( PG ) that ranges from 0 (perfect equality) to 1 (perfect inequality), that is: 

                                                ⎣ ⎦pGIIHS )1( −+=                                                        (1.1.6) 

The Sen index has the virtue of taking into account the income distribution among poor but it lacks 
intuitive appeal and cannot be decomposed satisfactorily into this constituent components. For these 
shortcomings it is rarely used in practice. 
 
Inequality measures 

Inequality measures are most general than poverty ones because they are defined over the entire 
population, not only for the population below a certain poverty line. They are concerned with the distribution 
and a virtue of these is the mean independence, that is, most inequality measures do not depend on the mean 
of the distribution. 
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Inequality indicators can be harder to develop than consumption/income poverty indicators because they 
essentially summarize one dimension of a two-dimensional variable, but they can be calculated for any 
distribution not just for monetary variables. 

The commonest way to measures inequality is by dividing the population into fifths (quintiles) from 
poorest to richest and reporting the levels or proportions of income or expenditure that accrue to each level. 

The Gini (1912) coefficient is the most widely used measure of inequality. It is based on the Lorenz 
(1905) curve, a cumulative frequency curve that compares the distribution of a specific variable with the 
uniform distribution that represent equality. The Gini coefficient is constructed by plotting the cumulative 
percentage of households, from poor to rich, on the horizontal axis and the cumulative percentage of 
expenditure or income on the vertical axis. It range between 0 (perfect equality) and 1 (complete inequality). 
Formally: 

                                              ( )∑
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where the yi are ordered from the lowest to the highest. 
The Gini coefficient satisfies mean independence, population size independence, symmetry and Pigou-

Dalton transfer sensitivity axioms, but decomposability and statistical testability properties don’t hold for this 
index. 

Otherwise, the Theil (1967) indices and the mean log deviation measure, that belong to family of 
generalized entropy inequality measures, satisfy all six criteria cited above. The general formula is given by: 
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where y  is the mean expenditure/income. The values of GE measures vary between 0, equal distribution, 

and ∞, high inequality. The parameter α in the GE class represents the weight given to distances between 
incomes at different parts of the income distribution, and can take any real value. For lower values of, GE is 
more sensitive to changes in the lower tail of the distribution, and for higher values GE is more sensitive to 
changes that affect the upper tail. The commonest values of α used are 0,1 and 2. 

GE(0), also known as Theil’s L, is called mean log deviation measure because it gives the standard 
deviation of log(y): 
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GE(1) is Theil’s T index, which may be written as: 
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Atkinson (1970) proposed another class of inequality measures with theoretical properties similar to those 
of the extended Gini index. Formally: 
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Finally, another inequality measure, called L-measure, was proposed by Kakwani2. This measure bases 
on Lorenz curve and formally may be defined as follows: 

                                                             
22
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−
−
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lL                                                        (1.1.12) 

where l is the length of Lorenz curve.  

The values of the Lorenz curve length vary from 2 , equal distribution, to 2, the highest inequality. The 
L-measure takes values in [0,1]. 

After some transformations the L-measure may be written as: 
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where μ is the mean income. 
The L-measure satisfies all axioms which Gini coefficient satisfies and additionally additive 

decomposability axiom. It is also more sensitive to changes in the lower tail of income distribution, as 
opposed to Gini coefficient, than to changes in the upper tail. 

                                                 
2 N. C. Kakwani (1980), Income Inequality and Poverty. Methods of Estimation and Policy Applications, 
Oxford UP, New York, Oxford, London. 
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1.2. Multidimensional Approach 
The traditional poverty approach presents two limitations: i) it is unidimensional, i.e. it refers to only one 

proxy of poverty, namely low income or consumption expenditure; ii) it needs to dichotomise the population 
into the poor and the non-poor by means of the so called poverty line. 

Nowadays there is a widespread agreement about the multidimensional nature of poverty: poverty is a 
complex phenomenon that cannot be reduced solely to monetary dimension but it has to be also explained by 
other variables whose impact on poverty is not captured by income. This leads to the need for a 
multidimensional approach that consists in extending the analysis to a variety of non-monetary indicators of 
living conditions and at the same time adopts mathematical tools that can represent the complexity of the 
phenomenon. 

Eight different approaches are described in the following sections: social welfare approach, counting 
approach, Sen’s capability approach, distance function approach, information theory approach, axiomatic 
approach, supervaluationist approach and fuzzy set approach. 

 
 

Social Welfare Approach 

The social welfare approach, relating to income inequality measures, assumes a social evaluation function 
for a vector of incomes from which an inequality index is derived. This function ranks different distributions 
of attributes among a set of individuals. 

Dalton (1920) was the first to argue that economist were interested in the effects of inequality on 
economic welfare and that inequality in a distribution should be measured by the loss in welfare that it 
causes.  

Social welfare is measured by a function S which represents society’s notion of how fair or desirable a 
particular distribution is. S may be a function of individual welfare, the part of individual welfare due to 
income alone or the incomes that individuals receive and it increases as income increases. One the most 
common forms of the social welfare function is the additive one, in which the social welfare is the sum of 
individuals welfares, assuming that the welfare of an individual is independent of the welfare of other 
individuals. 

This approach is based on dominance conditions that allow us to state that “multidimensional deprivation 
in country A is lower than in country B” for all deprivation measures satisfying certain general properties.  

Suppose that x and y are the arguments in a social welfare function representing the position of an 

individual. In the case of two dimensions, deprivation is represented in the graph 1.2.1 where xπ  and yπ  

are the deprivation thresholds respectively in dimension x and y. If F(x, y) denotes the cumulative 

distribution, ),( yxf  is the density function, F(x) and F(y) are the marginal distributions and )( xF π  and 

)( yF π  are respectively the proportions of deprived people on the dimensions x and y, the union is given by 

),()()( yxyx FFF ππππ −+  where ),( yxF ππ  is the proportion of individuals deprived on both 

dimensions. 
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Figure 1.2.1. Deprivation in two dimensions 

 
Let D be a class of deprivation measures formed by integrating over the distribution a function p(x, y), 

where this is zero when x and y are both above the poverty thresholds: 

                                              ∫ ∫=
x y

dydxyxfyxpD
π π

0 0

),(),(                                               (1.2.1) 

Following the social welfare approach this quantity has to be minimised. As show by Bourguignon and 
Chakravarty (2003), a deprivation measures is increased or remain the same, as a result of a correlation 
increasing perturbation if the cross-derivate of p with respect to x and y is positive, that is the attributes are 
substitutes. Conversely, when the derivate is negative, they are complements. 

The first-degree dominance conditions allow us to rank two distributions: for poverty measures that are 
substitutes F(x, y) must be lower in country A than in country B given x and y, conversely, for poverty 
measures that are complements [F(x) + F(y) - F(x, y)] must be lower in country A than in country B given x 
and y. 

Bourguignon and Chakravarty (2003), for example, defined a deprivation index as: 

                                                  [ ] βαββ /),( yx bggyxp +=                                                 (1.2.2) 

where [ ])/1(,0max xx xg π−=  and [ ])/1(,0max yy yg π−=  are the relative shortfalls. In the 

expression (1.2.2) the parameter α  is a measure of concavity of the function – p(x, y), β  governs the shape 

of the contours in (x, y) space and b represents the weight of single attributes. 
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The cross-derivate of p is positive where βα > , then x and y are substitutes, whereas for 1>β  they 
are complements. 
 
Counting Approach 

The counting approach consists on counting the number of dimensions in which people suffer 
deprivation, not distinguishing the extent of the shortfalls. Given a set of key dimensions and a poverty line, 
the number of dimensions in which a person is poor is counted and becomes the poverty score. Formally: 

                                         1);( =zxiρ  if ∃  jij zxmj <∈ :},...,2,1{                                 (1.2.3) 

                                          0);( =zxiρ  otherwise                                                           (1.2.4) 

where i = 1, 2, …, n are individuals, j = 1, 2, …, m are attributes and z represents the poverty threshold for 
each attribute. 

The number of poor in the dimensional framework is given by: 

                                                     ∑
=

=
n

i
ip zxXn

1
);()( ρ                                                    (1.2.5) 

Alternatively, one can count a person poor if she is poor in any dimensions or only if she is poor in all 
dimensions. Atkinson (2003) showed as this approach can be related to the welfare social approach described 
in the previous section. 
 
Sen’s Capability Approach 

Sen’s capability approach, on the contrary to other multidimensional approaches of poverty, is not simply 
a way to enlarge the evaluative well-being to variables other than income, but it gives a different meaning of 
well-being.  

The main characteristic of this theory is the interpretation of well-being: it is not only associated to 
affluence but to each one’s abilities. Moreover, Sen emphasises the importance of the freedom to choose. 
Himself affirms: “Acting freely and being able to choose are, in this view, directly conducive to well-being” 
(Sen, 1992).  

This approach characterizes individual well-being in terms of what a person is actually able to do or to be. 
Its main components are the commodities or resources, the functionings and the capabilities.  
 
Figure 1.2.2 A diagrammatic representation of the capability approach 

 

 
 

The commodities are all goods and services, not just merchandise. They make possible the functionings 
that represent achievements of people and reflects life-style; “the various things a person may value doing or 

MEANS TO ACHIEVE
(commodities and resources) 

FREEDOM TO ACHIEVE
(capability set) 

ACHIEVEMENT 
(functioning set) 
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being” (Sen, 1992). Capabilities are various combinations of functionings that the person can achieve. 
“Capabilities is, thus, a set of vectors of functioning, reflecting the person’s freedom to lead one type of life 
or another (…) to choose from possible livings” (Sen, 1992).  

Capability and functionings are influenced by the intrinsic characteristics of the people, like age and 
gender, as well as by environmental circumstances.  

Formally, (Sen, 1985; Kuklys, 2005), the individual capability set iQ , i.e. the space of potential 

functionings, can be expressed as: 

                                          ( ) { }),(|)(| iiiiiiii xfXQ ehbb ==                                        (1.2.6) 

for some ii Ff ∈⋅)(  and some ii Xx ∈ . b  is a vector of functionings, if  is a conversion function, and 

ih  and ie  are respectively vectors of personal factors and environmental factors which influence the rate of 

conversion of individual resources )( ix  to a given functioning )( ib . 

Capability approach, as every multidimensional method of poverty analysis, is characterized by threes 
different stages: the description of human poverty and individual well-being in all its multifaceted and 
gradual aspects; the aggregation of indicators and dimensions into an overall measure of individual well-
being; the inference to derive logical conclusions from premises that are know or from factual knowledge or 
evidence. These phases can be resolved using fuzzy set theory and fuzzy logic that have been proved to be 
powerful tools.  
 
Distance Function Approach 

The distance function approach was first applied to the analysis of households behaviour by Lovell et al. 
(1994). 

The input distance function ),( yxDin involves the scaling of the input vector and is defined as: 

                                            { })()/(:),( yLxMaxyxDin ∈= ρρ                                      (1.2.7) 

where 
                                                    L(y) = {x: x can produce y}                                        (1.2.8) 
is the input set of all input vectors x which can produce the output vector y. 

It holds (Coelli et al., 1998) that: 

1. The input distance function is increasing in x and decreasing in y; 

2. It is linearly homogeneous in x; 

3. If x belongs to L(y) then 1),( ≥yxDin ; 

4. 1=),( yxDin if x belong to the frontier of the input set (isoquant of y). 

Graph 1.2.2 shows the concept of distance function. Here q and q’ are respectively the input vectors 

corresponding to OA and OB. ρ  is equal to the ratio OB/OA. 0p  is the vector of the prices of the inputs. 
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Nothing guaranties that the input contraction defined by the distance function ρ  will yield the cheapest cost, 

at input prices 0p , of producing the output level 0y  defined by the isoquant BC. There exists however at 

least one vector price p for which this distance function OAOB /=ρ  will yield the cheapest cost of 

producing this output level 0y . Then, there is a link between the cost function that seeks out the optimal 

input quantities given 0y  and 0p  and the distance function that finds the prices that will lead the consumer 

to reach the output level 0y  by acquiring a vector of quantities proportional to q. 

The concept of distance function can be applied to measures poverty and life conditions. 
 
Figure 1.2.3 The concept of distance function 

 
 

 

Information Theory Approach 

The informational theory approach, originally developed in the field of communication, was first utilized 
in economics by Theil (1967). It is based on the concept of the logarithm of a probability. 

Let E be an experience whose result is ix  with i = 1 to n. Let ( )ii xxobp == Pr , 10 ≤≤ ip , be the 

probability that the result of the experience will be ix . The information that a given event ix  occurred is not 

very important if the a priori probability that such an event would occur was high. Conversely, it becomes 

A 

C 

B

        0 

2AX  

1AX  1X  

L(y) 

Isoq-L(y) 
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significant if the a priori probability that an event ix  will occur is very low, knowing that this event did 

indeed occur.  
We can define this information as a function of the probability a priori p that a result will occur. One the 

most common forms is: 
                                                    )log()/1log()( ppph −==                                          (1.2.9) 

From this, we can derive the expected information, called also entropy: 

                                                           ∑
=

=
n

i
ii phppH

1
)()(                                              (1.2.10) 

Combining (1.2.9) and (1.2.10) we obtained the Shannon entropy that can be interpreted as the 
uncertainty, the disorder or the volatility associated with a given distribution: 

                                                     ∑
=

−=
n

i
ii pppH

1

)log()(                                             (1.2.11) 

Shannon entropy is minimal and equal to 0 when a given result ix  is known to occur with certainty and 

then the information is not important. Conversely, it is maximal when all events have the same probability 

( npi /1= ) and we have no idea a priori as to which event will occur. 

Maasoumi (1986) applied the information theory to measures of inequality proceeding in two steps: 1) 
definition of a procedure to aggregate the various indicators of welfare; 2) selection of an inequality index to 
estimate the degree of multidimensional inequality.  

Let ijx  be the value taken by indicator j for individual i, with i = 1 to n and j = 1 to m. 

Maasoumi proposed to replace the m pieces of information on the value of the different indicators for the 

various individuals by a composite index cx  which will be a vector of n components, one for each 

individual. Then, the vector imi xx ,...,1  corresponding to individual i will be replace by the scalar cix  that 

represents the utility that individual i derives from the various indicators or an estimate of the welfare of such 

a individual. As composite indicator cx  Maasoumi chose a weighted average of the different indicators. 

Miceli (1997) proposed to use the distribution of the composite index cx  suggested by Maasoumi to 

derive multidimensional poverty measures, applying to each indicators a weight proportional to its mean (the 
more diffused the durable good is the higher its weight is) or an equal weight (1/m) to all the indicators. To 
identify the poor Miceli adopted a relative approach defining the poverty line as some percentage of the 

median value of the composite indicator cx . 

 
Axiomatic Approach 

The axiomatic approach has been developed by Tsui (1995, 1999, 2002) and Chakravarty et al. (1998). It 
is based on the idea that a multidimensional index of poverty is an aggregation of shortfalls of all the 
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individuals where the shortfall with respect to a given need reflects the fact that the individual does not have 
even the minimum level of the basic need. 

Already, Sen (1976) suggested two basic postulates for an income poverty index: i) the monotonicity 
axiom, i.e. poverty should increase if the income of a poor person decreases; ii) the transfer axiom, i.e. 
poverty should increase if there is a transfer of income from a poor person to anyone who is richer. Later on, 
several other axioms have been suggested in literature.  

Let ),...,( 1 kzzz =  be the k-vector of the minimum levels of the k basic needs and 

),...,( 1 ikii xxx = the vector of the k basic needs of the i-th person. Let X be the matrix of the quantities ijx  

which denote the amount of the j-th attribute accruing to individual i. 
A multidimensional poverty measure has to satisfy several properties (Chakravarty et al., 1998): 

1. Symmetry: This property assumes that the multidimensional poverty index depends only on the various 
attributes j that the individuals have and not on their identity. 

2. Focus: If for any individual i an attribute j is such that jij zx > , P(X; z) does not change if there is an 

increase in ijx . 

3. Monotonicity: If for any individual i an attribute j is such that jij zx ≤ , P(X; z) does not increase if 

there is an increase in ijx . 

4. Principle of Population: An m-fold replication of X will not affect the value of the poverty index. 

5. Continuity: An index of multidimensional poverty M(X) should be a continuous function, that is, it 

should be only marginally affected by small variations in ijx . 

6. Non-Poverty Growth: If the matrix Y is obtained by adding a rich person to the population defined by 
X, then P(Y; z) ≤  P(X; z). 

7. Non-decreasingness in Subsistence Levels of Basic Needs: If jz  increases for any j, P(X; z) does not 

decrease. 

8. Scale Invariance: This implies that the ranking of any two matrices of attributes is preserved if the 
attributes are rescaled according to their respective ratio scales. 

9. Normalization: P(X; z) = 1 whenever 0=ijx  for all i and j.  

10. Subgroup Decomposability: Assume in  is the population size of subgroup i (i = 1 to m) with 

∑
=

=
m

i
inn

1

representing the total size of the population. Then the poverty index for the whole 

population (where the data on each subpopulation is represented by a matrix iX ) may be expressed 

as: 
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=                                 (1.2.12) 

11. Factor Decomposability:  

                                                      );();(
1

jj

k

j
j zxPazXP ∑

=

=                                         (1.2.13) 

where jx ; is the j-th column of X, ja  is the weight attached to attribute j such that 1
1

=∑
=

k

j
ja . 

12. Transfer Axiom: Let pX  be the submatrix of X corresponding to the poor. If Y is derived from X by 

multiplying pX  by a bistochastic matrix (not a permutation matrix), then P(Y; z) ≤ P(X; z) given 

that the bundles of attributes of the rich remain unaltered. 

13. Nondecreasing Poverty under Correlation Increasing Arrangement: This property refers to switches 
of some attributes between individuals that increase the correlation of the attributes. 

Chakravarty et al. (1998) derive the following two propositions. 
 
Proposition 1: The only non constant focused poverty index that satisfies the properties of subgroup 

decomposability, factor decomposability, scale invariance, monotonicity, transfer axiom, continuity and 
normalization is defined as: 

                                                     )/(1);(
1 1

jij

n

i

k

j
j zxfa

n
zXP ∑∑

= =

=                                 (1.2.14) 

where f is continuous, non-increasing and convex with f(0) = 1 and f(t) = c for all t ≥ 1 and c < 1 is a 

constant. The parameters ja  are positive and constant with 1
1

=∑
=

k

j
ja . 

Proposition 2: The poverty measure )/(1);(
1 1

jij

n

i

k

j
j Zxga

n
zXP ∑∑

= =

=  satisfies the properties of 

Symmetry, Population Replication, Non-Poverty Growth and Non-Decreasingness in Subsistence Levels of 
Basic Needs. If g (g(t) = (f(t) - c)/(1 - c)) is twice differentiable on (0, 1) P, the poverty index, satisfies also 
the property of Nondecreasing Poverty under Correlation Increasing Arrangement.  

The following multidimensional poverty index may be considered 

                                           [ ]e
jij

k

j Si
j zxa

n
zXP

j

)/(11);(
1

−= ∑∑
= ∈

                                    (1.2.15) 

where js  is the set of poor people with respect to attribute j. 
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Supervaluationist approach 

This approach implies the concept of vagueness in measuring poverty because “poor” is a vague 
predicate, i.e. it allows for borderline cases where it is not clear whether the predicate applies or not, there is 
not sharp borderline between cases where the predicate does and does not apply and it is susceptible to a 
Sorites paradox. 

Supervaluationism proposed by Fine (1975) suppose that the truth of vague predicates depends on how 
they are made more precise. A vague statement is called “super-true” if it is true on all plausible ways of 
making it more precise or, equivalently, in all admissible “precisifications”. Fine’s account involves, for any 
vague predicate, a number of admissible ways of making statements involving the predicate more precise. 
Fine “maps” the various ways of making statements involving a vague predicate more precise in terms of a 
“specification space” that includes “base points” where the statement is initially specified. These points are 
extended by making the statement more precise until a partial or complete specification. 

Qizilbash (2006) follows the Fine’s theory in allowing for a set of admissible specification of ‘poor’ that 
can be vague. Each admissible specification involves a set of dimensions of poverty and a range of critical 
levels relating to each dimensions. Any dimension of poverty which appears on all admissible specifications 
is called a core dimension. In each dimension, someone who falls at or below the lowest admissible critical 
level is judged to be definitely poor in that dimension. If this person is definitely poor on a core dimension, 
she is core poor, that is in Fine’s terms, it is super true that she is poor. Analogously, someone who falls at or 
above the highest critical level is definitely not poor in that dimension and if he is definitely not poor on all 
admissible dimensions is non-poor. Those who are neither poor or non-poor fall at the margins of poverty.  

In this framework, fuzzy poverty measures can be interpreted as measures of vulnerability in each 
dimension where there will be some who falls between the highest and lowest critical levels, and so are 
neither definitely poor nor definitely not poor in that dimension. These people can be seen as vulnerable in as 
much as they are poor in terms of some admissible critical level in the relevant dimension, and would be 
defined as poor if that critical level was used. Fuzzy poverty measures capture how close these individuals 
come to being definitely poor in the relevant dimension.  

In Qizilbash’s account the notion of vulnerability which underlies the interpretation of fuzzy poverty 
measures is different. Fuzzy measures are conceived as measures on the specification space in a particular 
dimension and they are so relate to the range of precisifications of poor on which someone is judged to be 
poor in a particular dimension: as that range increases that person is more vulnerable. Then, anyone who is 
defined as poor on all but one critical level in some dimension might classify as “extremely vulnerable”. 

Qizilbash adds to vagueness about the critical level at or below which a person classifies as poor (vertical 
vagueness), already used in the literature on fuzzy poverty measures, vagueness about the dimensions of 
poverty (horizontal vagueness). 

This framework can be extended to allow for the vagueness of predicates such as “extreme” and 
“chronic”. One of the characteristics of the supervaluationist approach is that if someone is doing sufficiently 
badly in some core dimension of poverty, he is core poor, without checking the level of achievement on all 
dimensions of poverty. 
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Shapley Decomposition 

Deutch and Silber (2006) proposed to use Shapley Decomposition to study the most significant 
determinants of multidimensional poverty. 

Let an index I be a function of n variables and let TOTI  be the value of I when all the n variables are used 

to compute I. Moreover, Let )(/ iI k
k  be the value of the index I when k variables have been dropped so that 

there are only (n-k) explanatory variables and k is also the rank of variable i among the n possible ranks that 
variable i may have in the n! sequences corresponding to the n! possible ways of ordering n numbers. Thus: 

1. )(1/ iI k
k −  gives the value of the index I when only (k-1) variables have been dropped and k is the rank 

of the variable i; 

2. )(1
1/ iI  gives the value of the index I when this variable is the first one to be dropped; 

3. )(1
0/ iI  gives the value of the index I when the variable i has the first rank and no variable have been 

dropped (all the variable are included in the computation of I); 

4. )(2
2/ iI  corresponds to the (n-1)! cases where the variable i is the second one to be dropped and two 

variables as a whole have been dropped; 

5. )(2
1/ iI  gives the value of the index I when only one variable has been dropped and the variable i has 

the second rank; 

6. )(1/ iI n
n−  corresponds to the (n-1)! cases where the variable i is dropped last and is the only one to be 

take into account; 

7. )(/ iI n
n  gives the value of the index I when variable i has rank n and n variable have been dropped (it 

is 0 by definition). 

Deutch and Silber define the contribution )(iC j  of variable i to the index I, assuming this variable I is 

dropped when it has rank j, in the following way: 

                                [ ]
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where h refers to one of the (n-1)! cases where the variable i has rank j. 
The overall contribution of variable i to the index I may then be defined as: 
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From this, we derive that: 
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Foster-Greer-Thorbecke index of multidimensional poverty 

As pointed out in section 1.2, the multidimensional approach to poverty measurement is characterised by 
the obvious advantages over unidimensional: it can capture various aspects of deprivation that are not 
restricted to monetary measure. Moreover, applying the fuzzy sets theory allows overcoming most of 
limitations of the single poverty line splitting the sample into the poor and the non-poor. On the other hand, 
multidimensional poverty indices cannot hold all axioms passed by some unidimensional formulas, 
especially Foster-Greer-Thorbecke index holding large variety of properties. Sub-group decomposability is 
especially desirable when spatial distribution of poverty and deprivation is the object of interest. 

Recently Alkire and Foster (2008) have developed a framework for measuring poverty in the 
multidimensional environment that is analogous to the FGT family of indices. The resulting formula is 

characterised by the following properties: 

i. can be applied prior to any additive aggregation technique that aggregates first across persons, 

ii. satisfies certain basic axiomatic properties for uni- and multi-dimensional poverty measures, 

iii. can accommodate ordinal as well as cardinal data, although some properties are available only with 
ordinal data, 

iv. can apply equal weights or general weights (assuming that all dimensions are equally important is not 
necessary therefore). 

Moreover this index is intuitively attractive, hence it may be used in evaluations and discussions on the 
social policy. The index employs two types of cut-offs: first, within each dimension to identify the deprived 
in that dimension, and second, across dimensions to count the number of dimensions in which the individual 
is deprived.  

Multidimensional FGT index satisfies the following axioms (see section 1.2.6): 
 

i. Symmetry, 

ii. Poverty and deprivation Focus, 

iii. Monotonicity, 

iv. Principle of Population, 

v. Non-Poverty Growth, 

vi. Non-decreasingness in Subsistence Levels of Basic Needs, 

vii. Scale Invariance, 

viii. Normalization, 



1.2 Multidimensional Approach                                                                                                                        17 

ix. Subgroup Decomposability, 

x. Factor Decomposability, 

xi. Transfer Axiom, 

xii. Nondecreasing Poverty under Correlation Increasing Arrangement. 

Some axioms are passed only for particular ranks of FGT index (ε  values in formula 1.1.4), moreover it 
does not satisfies the continuity axiom. However using fuzzy approach could overcome the latter 
disadvantage.1.2.10.  

 
Fuzzy Set Approach 

The fuzzy set approach, first proposed by Cerioli and Zani (1990), was born by the necessity of overcome 
the simple dichotomization of the population into poor and non poor defined in relation to some chosen 
poverty line. Poverty is not an attribute that characterises an individual in terms of presence or absence, but is 
rather a vague predicate that manifests itself in different shades and degrees. This approach will be largely 
explained in the next paragraph. 
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1.3. The Fuzzy approach 

As explained above, fuzzy approach considers poverty as a matter of degree rather than an attribute that is 
simply present or absent for individuals in the population. In this case, two additional aspects have to be 
introduced: 

The choice of membership functions, i.e. quantitative specification of individuals’ or households’ degrees 
of poverty and deprivation; 

The choice of rules for the manipulation of the resulting fuzzy sets, as complements, intersections, union 
and aggregation. 

Given a set X of elements Xx ∈ , any fuzzy subset A of X will be defined as: 

                                                        { })(, xxA Aμ=       Xx ∈∀                                       (1.3.1) 

where [ ]1,0:)( →XxAμ  is called the membership function (m.f.) in the fuzzy subset A and its value 

indicates the degree of membership of x in A. Then 0)( =xAμ  means that x does not belong to A, whereas 

1)( =xAμ  means that x belongs to A completely. When 1)(0 << xAμ  then x partially belongs to A and 

its degree of membership of A increases in proportion to the proximity of )(xAμ  to 1. 

 
Fuzzy monetary 

In the conventional approach, the m.f. may be seen as 1)( =iyμ  if zyi < , 0)( =iyμ  if zyi ≥  

where iy  is the equivalised income of individual i and z is the poverty line. 

Cerioli and Zani (1990) have been the first authors to incorporate the concept of poverty as a matter of 
degree at the methodological level following the theory of Fuzzy Sets proposed by Zadeh (1965). 

Let y be the known total income. The membership function to poor set can be defined by fixing a value 
'y  up to which an individual is definitely poor and a value ''y  above which an individual is definitely not 

poor. Formally: 

                                              1=Aμ          if    '0 yy ≤≤                                                (1.3.2) 

and 

                                                       0=Aμ          if    ''yy >                                            (1.3.3) 

For incomes between 'y  and ''y  the membership function takes value in [0, 1] and declines linearly. 

Formally: 

                                            
'''

''
yy
yy

A −
−

=μ       if     ''' yyy ≤<                                          (1.3.4) 

The traditional approach is a particular case of the fuzzy approach with zyy == ''' . 

Cheli and Lemmi (1995) in their Totally Fuzzy and Relative approach attempted to overcome the limits of 
Cerioli and Zani membership function, that is, the arbitrary choice of the two threshold value and the linear 
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form of the function within such values. They defined the m.f. as the distribution function )( iyF  of income, 

normalized (linearly transformed) so as to equal 1 for the poorest and 0 for the richest person in the 
population. Formally: 

                                                                )F1( ii −=μ                                                      (1.3.5) 

where iF  is the income distribution function. By definition, the mean of this m.f. is always 0.5. In order 

to make this mean equal to some specified value (such as 0.1) so as to facilitate comparison with the 
conventional poverty rate, Cheli (1995) takes the m.f. as normalized distribution function, raised to some 
power 1≥α . Formally: 
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where iF  is the income distribution function and γw  is the sample weight of individual of rank γ  

( n,...,1=γ ) in the ascending income distribution. iF−1  is the proportion of individuals less poor than the 

person concerned with mean ½ by definition.  
The value of α  is arbitrary, but Cheli and Betti (1999) have chosen the parameter α  so that the mean of 

the m.f. is equal to the head count ratio computed for the official poverty line. Increasing the value of this 
exponent implies giving more weight to the poorer end of the income distribution. 

Betti and Verma (1999) have used a somewhat refined version of the expression (1.3.6) in order to define 
what they called Fuzzy Monetary indicator (FM): 
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where γy  is the equivalised income and iL  represent the value of the Lorenz curve of income for 

individual i, then iL−1  represents the share of the total equivalised income received by all individuals who 

are less poor than the person concerned. It varies from 1 for the poorest to 0 for the richest individual. The 

mean of iL−1  values equals (1+G)/2, where G is the Gini coefficient of the distribution. 

 
Fuzzy supplementary 

In addition to the level of monetary income, the standard of living of households and individuals can be 
described by a host of indicators, such as housing conditions, possession of durable goods, perception of 
hardship, expectations, norms and values. 
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To quantify and put together diverse indicators several steps are necessary. Firstly, from the large set 
which may be available, a selection has to be made of indicators which are substantively meaningful and 
useful for a given analysis. Secondly, it is useful to identify the underlying dimensions and to group the 
indicators accordingly (Whelan et al. 2001). 

Moreover, it is necessary to assign numerical values to the ordered categories and to weight and scale 
measures. Individual items indicating non-monetary deprivation often take the form of simple “yes/no” 
dichotomies or sometimes ordered polytomies. The simplest scheme for assigning numerical values to 
categories is by assigning that the ranking of the categories represents an equally-spaced metric variable. 
Cerioli and Zani (1990) defined the membership function of an individual as follows.  

If a vector of k categorical variables kXX ,...,1  is observed on the n individuals of the population, the 

membership function of the fuzzy set of the poor can be defined as: 
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where 1)( =ijxg  if the corresponding ijx  denotes deprivation and 0)( =ijxg  otherwise. jw  denotes 

the weight of the variable jX  (j = 1, …, k). 

If variable jX  is of ordinal scale, it is possible to identify a modality '
jx  of jX  denoting lack of 

resources and a modality ''
jx  that excludes poverty. These modality are put in decreasing order beginning 

with the one that denotes the greatest deprivation. If '
jψ , ''

jψ , ijψ  represent the score of categories '
jx , ''

jx , 

ijx  respectively, then: 
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For the weights jw , Cerioli and Zani proposed the following specifications: 

                                                            
j

j p
w 1ln=                                                          (1.3.10) 

where jp  is the proportion of individuals with deprivation in variable jX . Substituting (1.3.10) in (1.3.9) 

we obtain: 
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A collective index of poverty is simply obtained by Cerioli and Zani using the relative cardinality (Dubois 

and Prade, 1980) of the fuzzy set of the poor: ∑
=

=
n

i
A iA

1
)(|| μ . Such an index, included between 0 and 1, 

represents the proportion of individuals that belong to the fuzzy subset of the poor and it is given by: 
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Cheli and Lemmi (1995) proposed an improvement by replacing the simple ranking of the categories with 
their distribution function in the population. Formally:   
                                                         )()( jij xHxg =                                                      (1.3.13) 

where )( jxH  is the sampling distribution function of the variable jX . The normalised form is given by: 
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where )()1( ,..., m
jj xx  represent the categories of the variable jX  arranged in increasing order with respect to 

the risk poverty and )( )(k
jxH  is the distribution function of the variable jX  once its categories have been 

arranged as described above.  
In this way, a 0 m.f. value is always associated with the modality corresponding to the lowest risk of 

poverty, whereas value 1 is associated with the modality corresponding to the highest risk. Cheli and Lemmi 
proposed the following weights: 

                                                        ))(/1ln( jj xgw =                                                    (1.3.15) 

where ∑
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n

i
ijj xg

n
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1
)(1)(  represents the fuzzy proportion of the poor with respect to jX  and if jX  is 

dichotomic it coincides with the crisp proportion jp . 

An early attempt to choose an appropriate weighting system of several indicators at macro level data was 
made by Ram (1982), using principal components analysis, which was also adopted by Maasoumi and 
Nickelsburg (1988). At the micro level, Nolan and Whelan (1996) adopted factor analysis. In order also to 
give more weight to more widespread items, Cerioli and Zani (1990) specified the weights of any item as a 
function of the proportion deprived of the item. To avoid redundancy in the choice of weights, Betti and 
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Verma (1999) proposed the item weights to comprise two factor: i) the first factor is determined by the 
variable’s dispersion and it may be taken as proportional to the coefficient of variation of deprivation score 
for the variable concerned; ii) the second factor is taken as a function of the correlation of any item with other 
items, in such manner that it is not affected by the introduction of variables entirely uncorrelated with the 
item concerned, but is reduced proportionately to the number of highly correlated variables present. 

As in the Fuzzy Monetary approach, the individual’s degree of non-monetary deprivation iFS  can be 

defined in two alternative manners: 

i. The proportion of individuals who are less deprived than i: 

                                                   s
iSii FFS αμ )1( ),(−==                                               (1.3.16) 

where iSF ),(  is the distribution function of S evaluated for individual i. 

ii. The share of the total non-deprivation S assigned to all individuals less deprived than i: 

                                                    s
iSii LFS αμ )1( ),(−==                                              (1.3.17) 

where iSF ),(  is the value of the Lorenz curve of S for individual i. 

The parameter sα  is determined so as to make the overall non-monetary deprivation rate numerically 

identical to the monetary poverty rate H. 
 
Combination 

In the previous sections, we have defined fuzzy measures of poverty and deprivation in multiple 
dimensions: monetary poverty on the one hand, and non-monetary deprivation in different aspects of life, on 
the other. The next step of interest in multidimensional analysis is to identify the extent to which deprivation 
in different dimensions tends to overlap for individual units, households or persons. For this purpose some 
operations on the fuzzy sets have to be defined. 

Let us consider only two dimensions of deprivation, monetary poverty m, and non-monetary deprivation 
s. In the conventional, ‘crisp’ formulation, individuals are categorised as deprived and non-deprived in each 
of the two dimensions. We can view any individual as belonging to one and only one of the four 
subpopulations defined by the intersections sm ∩  (m, s = 0,1). 

Fuzzy set operations are a generalisation of the corresponding ‘crisp’ set operations in the sense that the 
former reduce to (exactly reproduce) the latter when the fuzzy membership functions, being in the whole 
range [0,1], are reduced to a 0,1 dichotomy. 

There are, however, more than one ways in which the fuzzy set operations can be formulated, each 
representing an equally valid generalisation of the corresponding crisp set operations. The choice among 
alternative formulations has to be made primarily on substantive grounds: some options are more appropriate 
(meaningful, convenient) than others, depending on the context and objectives of the application. While the 
rules of fuzzy set operations cannot be discussed fully in this paper, we need to clarify their application 
specifically for the study of poverty and deprivation. 
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Since fuzzy sets are completely specified by their membership functions, any operation with them is 
defined in terms of the membership functions of the original fuzzy sets involved. For simplicity, let be (a, b) 

the membership functions of two sets for individual i, where iFMa =  and iFSb = , ),min(1 bas = , 

),max(2 bas =  and aa −= 1 , ba ∩ , ba ∪  the basic set operations of complementation, intersection 

and union. 
Table 1.3.1 displays the most common ways to specify fuzzy intersection and union that satisfy a set of 

essential requirements such as ‘reduction to the crisp set operation’, ‘boundary condition’, ‘monotonicity’, 
‘cummutativity’, etc. (for details see Klir and Yuan, 1995). 

 
Table 1.3.1 Basic forms of fuzzy set intersections and unions 

 
 Intersection ba ∩  Union ba ∪  

Standard i(a, b) = min(a, b) = maxi  u(a, b) = max(a, b) = minu  

Algebraic i(a, b) = a ∗b u(a, b) = a + b − a ∗ b 
Bounded i(a, b) = max(0, a + b − 1) u(a, b) = min(1, a + b) 

 
The Standard fuzzy operations provide the largest intersection and by contrast the smallest union among 

all the permitted forms. They are appropriate for intersection and union of similar fuzzy sets, i.e. sets for 
which the membership functions are expected to have a substantial positive correlation, but not uniformly 
throughout in the application to poverty analysis because their sum would exceed 1 and the marginal 
constraints would not be satisfied. An obvious example is a pair of sets, one defining the degree of income 
poverty, and the other deprivation of a certain type such as ‘basic non monetary deprivation’. 

The Bounded operator is appropriate for the aggregation of dissimilar sets for which the membership 
functions are expected to have a substantial negative correlation. This, for example, will be the case with one 
set defining the degree of presence of poverty, and the other defining the degree of absence of deprivation in 
a certain dimension. 

The Algebraic operator is appropriate for the aggregation of sets in the absence of such correlations. It is 
the only one that satisfies the marginal constraints but it could give non acceptable results.  

Betti and Verma (2004) proposed to use in the analysis of fuzzy sets defining deprivation in different 
dimensions the so called ‘Composite’ set operator: 

1. For sets representing similar states – such as the presence or absence of both types of deprivation – the 
Standard operations (which provide larger intersections than Algebraic operations) are used. 

2. For sets representing dissimilar states- such as the presence of one type but the absence of the other 
type of deprivation – the Bounded operations (which provide smaller intersections than Algebraic 
operations) are used. 
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A possible, more flexible, but of course more demanding on data and substantive judgement alternative 
would be to consider a weighted combination the Composite and Algebraic set operators, for instance in the 
following form, which also meets the consistency requirement: 

1. For sets representing similar states →  (1-w)(Standard) + w(Algebraic) 

2. For sets representing dissimilar states →  (1-w)(Bounded) + w(Algebraic) 

Parameter w can be thought of as a measure of the degree to which different types of states can be 
distinguished. When w = 0 we have the Composite scheme defined above, with its sharp distinction between 
similar and dissimilar states. With w = 1, we have the Algebraic scheme, applicable when the different states 
are ‘neutral’ with respect to each other. With 0 < w < 1, one may represent intermediate types of situations. 

Table 1.3.2 shows the application of this Composite set operations and Graph. 1.3.1 illustrates them 
graphically. 
 
Table 1.3.2. Joint measures of deprivation according to the Betti and Verma Composite operation 

                                         Non-monetary deprivation 

 non-poor (0) poor (1) Total  

non-poor 
),max(1

)1,1min(

ii

ii

FSFM
FSFM

−
=−−

 ),0max( ii FMFS −  iFM−1  Monetary deprivation 

poor ),0max( ii FSFM −  ),min( ii FSFM  iFM  

 Total  iFS−1  iFS  1 

 
In the Graph 1.3.1, that shows intersections, the degree of membership in the “universal set” X is 

represented by a rectangle of unit length and the individual’s memberships on the two subset (say, 
10 ≤≤ a , 10 ≤≤ b  and their complements) have been placed within it. Different forms of fuzzy set 

operations (Table 1.3.1) are reproduced by different placements of the subset memberships within the 
rectangle for X. The Standard form, appropriate for similar sets, is represented by placing the two 
memberships (a, b) on the same base, so that their intersection is min(a, b) and union is max(a, b). In the 
Bounded form, appropriate for dissimilar sets, the two sets are placed et the opposite ends of X, thus their 
intersection is max(0, a+b-1) and union is min(1, a+b). Similarly, we can represented fuzzy sets unions. 

The propensity to income poverty, iFM , and the overall non-monetary deprivation propensity, iFS , 

may be combined to construct composite measures which indicate the extent to which the two aspects of 
income poverty and non-monetary deprivation overlap for the individual concerned. These measures, at the 
individual level i, are: 

1. Manifest deprivation ( iM ), representing the propensity to both income poverty and non-monetary 

deprivation simultaneously: 
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2. Latent deprivation ( iL ), representing the individual being subject to at least one of the two, income 

poverty and/or non-monetary deprivation. 
 

Figure. 1.3.1. The composite fuzzy set operations: a graphical representation of intersections 

 
The corresponding combined measures are obtained using the Composite set operations. The Manifest 

deprivation propensity of individual i is the intersection (the smaller) of the two (similar) measures iFM  

and iFS : 

                                                  ),min( iii FSFMM =                                                    (1.3.18) 

Similarly, the Latent deprivation propensity of individual i is the complement of the intersection 
indicating the absence of both types of deprivation, i.e. the union (the larger) of the two (similar) measures 

iFM  and iFS : 

                                     ),max(),min(1 iiiii FSFMFSFML =−=                               (1.3.19) 

From empirical experience (Betti and Verma 2002; Betti et al. 2005), it appears that the degree of overlap 
between income poverty and non-monetary deprivation at the level of individual persons tend to be higher in 
poorer areas and lower in richer areas. A useful indicator in this context is the Manifest deprivation index 
defined as a percentage of Latent deprivation index and included between 0 and 1. When there is no overlap 
(i.e., when the subpopulation subject to income poverty is entirely different from the subpopulation subject to 
non-monetary deprivation), Manifest deprivation rate and hence the above mentioned ratio equals 0. When 
there is complete overlap, i.e., when each individual is subject to exactly the same degree of income poverty 
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and of non-monetary deprivation, the Manifest and Latent deprivation rates are the same and hence the above 
mentioned ratio equals 1. 

 
 
 

1.4. The Laeken indicators 

Background of the Laeken indicators 

We start providing some necessary background as regard to poverty indicators.  
At the March 2000 Lisbon European Council, European Union (EU) Heads of State and Government 

declared that the EU should become by 2010 “the most competitive and dynamic knowledge-based economy 
in the world capable of sustainable economic growth with more and better jobs and greater social cohesion”. 
In seeking to make this decisive impact on the eradication of poverty and social exclusion, they agreed to 
adopt the “open method of co-ordination”. This method involves the definition of a set of common objectives 
on poverty and social exclusion for the EU as a whole (which were agreed a few months later, at the 
December 2000 Nice European Council), the preparation of National Action Plans on social inclusion that 
Member States have to submit to the European Commission (the first NAPs/inclusion were submitted during 
the summer 2001), the exchange of good practices across Member States through so-called peer reviews; and 
the adoption of common indicators to monitor progress towards the common objectives and encourage 
mutual learning. Indicators ”can also prove useful for illustrating areas where more policy action is needed” 
(Atkinson et al., 2004). 

To concretely implement this method in the area of social inclusion, and hence to allow an efficient fight 
against poverty and social exclusion at EU level, it is essential to be in a position to accurately measure 
where we are now and progress made towards the agreed objectives on the basis of comparable, quantitative 
information. It is precisely for this purpose that the Laeken European Council in December 2001 endorsed a 
first set of 18 common statistical indicators for social inclusion, organised in a two-level structure of 10 
primary indicators – covering the broad fields considered to be the most important elements leading to social 
exclusion – and 8 secondary indicators – intended to support the lead indicators and describe other 
dimensions of the problem. The set of common indicators is supplemented by country specific indicators, 
according to data availability in individual countries. 

The mentioned indicators take account the methodological research commissioned by the Belgian 
Presidency of the EU for this specific purpose (see Atkinson T. et al., 2002). The report on indicators for 
social inclusion prepared by the Social Protection Committee and endorsed in Laeken can be found on the 
web-site of Directorate General Employment and Social Affairs of the European Commission 
(www.europa.eu.int). 

On the basis of the mentioned methodological principles of indicators construction, the Indicators Sub-
Group has continued to refine and consolidate the original list of "Laeken indicators". The recent Indicators 
Sub-Group (ISG) work has resulted in a new list of common indicators, which by supplementing or 
modifying the Laeken indicators, is to reflect better the priorities given by the European Commission and 
member states to specific issues linked to social exclusion.  

http://www.europa.eu.int/
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The modified list of indicators, which takes into account the re-launching of the Lisbon Strategy, as well 
as the streamlining (starting with 2006) of: the social inclusion processes, health care and social protection, 
and modification of the original list of Laeken indicators, reflect all the recent changes and policy 
reorientations that were proposed. This aims to support better interaction between all the processes defined in 
the Lisbon Strategy and Social Agenda. 

The updated list, accepted in April 2008, covers three levels of indicators: primary indicators, secondary 
and context indicators (European Commission, 2008g). Level 1 covers the indicators considered as primary 
indicators, and cover the most crucial factors of social exclusion. Level 2 covers indicators which supplement 
level 1, providing the information necessary for a better understanding and interpretation of level 1 
indicators. The list of context information is indicative and leaves room to other background information that 
would be most relevant to frame and understand better the national socio-economic context.  

Newly adopted portfolio of social inclusion indicators are presented in the table 3.1. It indicates for each 
indicator the key dimension covered, the “name” and definition of each indicator and whether it is considered 
a commonly agreed EU indicator (EU) or a commonly agreed national indicator (NAT). Commonly agreed 
national indicators based on commonly agreed definitions and assumptions that provide key information to 
assess the progress of MS in relation to certain objectives, while not allowing for a direct cross-country 
comparison, and not necessarily having a clear normative interpretation. These indicators/statistics should be 
interpreted jointly with the relevant background information (exact definition, assumptions, 
representativeness).  

These indicators need to be considered as a consistent whole reflecting a balanced representation of EU 
social concerns, rather than as a set of individual indicators. They now form a key basis for EU policy-
making in the social area.  

 
 

Table 1.4.1. The updated list of the Laeken indicators. 

 
Symbol 

Name 
Commonly agreed EU indicator (EU) 

Commonly agreed national indicators (NAT) 

 
Source: 

Primary indicators 

SI-P1 EU: At-risk-of poverty rate + illustrative threshold values EU-SILC  

SI-P2 EU: Persistent at-risk of poverty rate EU-SILC 

SI-P3 EU: Relative median poverty risk gap EU-SILC 

SI-P4 EU: Long term unemployment rate LFS 

SI-P5 EU: Population living in jobless households LFS 

SI-P6 EU: Early school leavers not in education or training LFS 

SI-P7 NAT: Employment gap of immigrants Relevant national data  

SI-P8 EU: Material deprivation (to be develop) EU-SILC 

SI-P9 Housing (to be develop) EU-SILC 

SI-P10 NAT: Self reported unmet need for medical care 
NAT: Care utilisation 

EU-SILC 

SI-P11 Child well-being (to be develop)  
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Symbol 

Name 
Commonly agreed EU indicator (EU) 

Commonly agreed national indicators (NAT) 

 
Source: 

Secondary indicators 

SI-S1 EU: At-risk-of poverty rate EU-SILC 

SI-S1a EU: Poverty risk by household type EU-SILC 

SI-S1b EU: Poverty risk by the work intensity of households EU-SILC 

SI-S1c EU: Poverty risk by most frequent activity status EU-SILC 

SI-S1d EU: Poverty risk by accommodation tenure status EU-SILC 

SI-S1e EU: Dispersion around the at-risk-of-poverty threshold EU-SILC 

SI-S2 EU: Persons with low educational attainment  

SI-S3 EU: Low reading literacy performance of pupils  

Context information 

SI-C1 Income quintile ratio (S80/S20)  EU-SILC 

SI-C2 Gini coefficient EU-SILC 

SI-C3 Regional cohesion: dispersion in regional employment rates LFS 
SI-C4 Healthy Life expectancy and Life expectancy at birth, at 65, (by Socio-

Economic Status when available 
EUROSTAT 

SI-C5 At-risk-of-poverty rate anchored at a moment in time EU-SILC 

SI-C6 At-risk-of-poverty rate before social cash transfers (other than pensions) EU-SILC 

SI-C7 Jobless households by main household types EU-SILC 

SI-C8 In-work poverty risk, breakdown full-time / part time EU-SILC 

SI-C9 Making work pay indicators (unemployment trap, inactivity trap (esp. 
second earner case), low-wage trap 

Joint EC-OECD project 
using OECD tax-benefit 
models 

SI-C10 Net income of social assistance recipients as a % of the at-risk of 
poverty threshold for 3 jobless household types 

Joint EC-OECD project 
using OECD tax-benefit 
model 

SI-C11 Self reported limitations in daily activities by income quintiles, by sex, 
by age (0-17, 18-64, 65+) 

 

 
The Joint Report on Social Inclusion (European Commission, 2003b; Section 10, Use of Indicators), and 

also the Report on Social Inclusion 2004 (European Commission, 2004) covering New Member States 
recommended to the construction of indicators at the national level, occasionally also concerning some 
subpopulations, such as children and minorities3. Nevertheless, they are equally pertinent to the development 
of appropriate indicators at the regional and local levels, and provide the necessary methodological 
framework and a starting point.  Member states of the UE are encouraged to complement the set of common 
indicators with their own choice of country specified indicators (the third level indicators). These indicators 
should highlight national specificities as well as regional and local dimensions. In the same manner the 
common set of indicators should be complemented by specific regional and local indicators additionally 
taking into account national differences in this field. A deep discussion about ways in which the introduction 

                                                 
3 See also European Commission, 2008b and 2008e. 
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of the regional dimension may make some fundamental differences in the choice of a “portfolio” of 
indicators is in Verma et al., (2005). The issues connected with indicator systems for monitoring poverty and 
social exclusion at regional and local levels were also taken up within the project carried out by UNDP-
Poland (2006). 
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Chapter  2 
 
Pooled estimates of indicators (coordinator 
Vijay Verma) 
 
 
2.1. Introduction 

Pooling and its fundamental objectives 

By pooling we mean statistical analysis or the production of estimates on the basis of multiple data 
sources. The first distinction to be made when we speak about “pooling” is between: (a) the pooling of data, 
i.e. aggregation of micro-level data from the same or different populations, surveys and times, on the one 
hand, and (b) the pooling of estimates, i.e. the production of a common estimate as a function (such as a 
weighted mean) of estimates produced from individual data sources. 

There are three fundamental objectives of pooling of statistical data or estimates.  
(1) The first one is cumulation or aggregation in order to obtain more precise estimates. For instance, 

cumulation and consolidation of data could be one solution which makes the best use of available sample 
survey data for constructing more robust measures which permit a greater degree of spatial disaggregation: 
indeed, the problem of sample size requires a more sophisticated statistical approach than simply using direct 
estimates from one or more rounds of a sample survey. 

(2) The second fundamental objective of pooling is to permit comparisons, for instance between different 
populations, between different parts of the given population, or for the “same” population at different times. 
Comparisons often take the form of estimates of trends or differences in levels across populations or times. 

(3) The third fundamental objective is more general and broader. It concerns common interpretation of 
statistical information from different sources and/or for different populations in relation to each other, and 
possibly also against some common standards. 

Within each type of pooling, we can have a number of possibilities depending on whether the population 
and sample involved for the different elements in the pooling are the same or are different. 

At the one extreme, we have the situation where both the population and the data sources involved are 
different: the data or estimates are being pooled across different population, using different sources of data in 
each. 

Consider, for instance, pooled data sets or estimates produced from the Luxemburg Income Study (LIS, 
1985). The LIS is a collection of micro-level data sets covering a large number of countries. The data sets are 
periodically updated. The characteristic feature of the data sets is that, while they are quite standardised in 
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terms of the variables provided, the data may originally have been derived from different types of sources, 
differing to varying degrees in timing, coverage, concepts, etc. 
 
Prerequisite for pooling: comparability 

How different the data sources are from each other is actually a matter of degree: there is no simple 
dichotomy “same” versus “different”. For meaningful pooling whether of micro data or of estimates, it is 
necessary that the different data sources are “comparable”, which is also a matter of degree. The concept of 
comparability implies the requirement that “data or estimates can be legitimately, i.e. in a statistically valid 
way, put together (aggregated, pooled), compared (differenced), and interpreted (given meaning) in relation 
to each other and against some common standard”. 

It must be emphasises that comparability is absolutely central to the problems and procedures of pooling 
of data and estimates. In fact, a “sufficient” degree of comparability is a precondition for such pooling to be 
meaningful. 

It is not possible to discuss the concept of comparability in detailed in this document except to provide a 
number of references in this literature review. See Verma (1992,1993, 1995a, 1995b, 1997, 1998a, 2002a, 
2002b, 2004, 2006). 
 
Diverse scenarios 

As noted above, different possibilities arise depending on whether the populations and data sources 
involved in the pooling are different or are the same. 

We may distinguish four main types of situations or scenarios. 
Within each scenario further divisions or subcategories may be identified. Furthermore, as noted above, 

methodologically we must distinguish between pooling of data and pooling of estimates. The detailed pattern 
can also differ depending on whether we are dealing with the pooling of microdata or of aggregated 
estimates. The important point to keep in mind is that the following distinctions are not necessarily sharp or 
absolute: being the “same” or “different” is a matter of degree. 

 
Table 2.1.1 Different types of situations involved in pooling 

 Data source 

Population Same/Similar Different /Dissimilar 

Same/Similar 4 3 

Different /Dissimilar 2 1 

 
Scenarios 2 and 4 are the ones most widely encountered in practice, but perhaps the other two scenarios 

present more complex technical problems. 
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2.2. Scenario 1. Different population, different data sources 

Both the population and data sources differ. This extreme is generally the most challenging in terms of the 
requirements of  comparability, as it has already been noted above. 

Examples of these kind of pooling can be found in Betti et al. (2001) and Betti (1998). 
 

2.3. Scenario 2. Different population, similar or same data source 

Data and estimates from similar sources, pooled over different populations. The most common example 
of such a situation is provided by highly standardised and comparable multi-country surveys, such as the EU-
LFS, ECHP and EU-SILC in the European Union. 

In practice, it is useful to distinguish between two sub-types within this scenario. This depends on 
whether the process primarily involves  

(a) aggregation of different data sets or estimates starting from individual components, or  
(b) disaggregation or division of a common data set into individual components.  
The former typically involves pooling across standardised national sources. The latter presents a much 

more common – even universal – situation involving partition, for example of a national data set for 
providing separate estimates for regions, population groups or other sub-national reporting domains. The 
weighting and estimation procedures involved in “pooling” in the two situations can be quite different.2.3.1.  

 
Examples of category 2.(a): aggregation of data or estimates 

Pooling of national estimates 

The Household Budget Survey, the Labour Force Survey, and the European Community Household Panel 
(ECHP) subsequently replaced by EU-SILC, are the three major social surveys conducted on a regular basis 
in countries of the European Union, in the order of increasing degree of inter-country comparability. ECHP 
and then EU-SILC which followed it form the most closely co-ordinated component of the EU system of 
social surveys: Though field implementation is handled by individual countries, all important aspects of 
design and statistical processing of the data are standardised through Eurostat (Verma 1995; Verma and 
Clemenceau 1996, Verma 2006). Much of the research using ECHP data has taken the form of inter-country 
comparisons and aggregations to construct the total EU picture.  

Let us consider estimate iφ  for a certain statistic for country i in EU. In comparisons among countries, 

obviously, each iφ  receives the same weight. However, for estimates aggregated over countries, of the form  

                                                                    iiP φφ .Σ=                                                      (2.3.1) 

a choice has to be made of the weights Pi. The most common practice by far is to take the Pi’s in 
proportion to the countries’ population size, thus producing statistics for the ‘average EU citizen’. However, 
given the large differences in country sizes, this means that the results are determined mainly by the large 
countries, and the samples from the smallest ones are mostly wasted. By contrast, it can also be argued that in 
much policy debate (and in voting for decision making), it is the situation in the ‘average EU country’ that is 
of interest. This amounts to taking the Pi’s as equal. But it can also be argued that both these are rather 
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extreme positions. Countries as well as individual citizens are relevant as units, so that larger countries could 
be given more weight, but less than proportionate to their population size (Verma, 1999). 

Whatever the choice of Pi, (2.3.1) takes the form of pooling macro (country) level estimates. One of the 
strengths of an inter-country survey such as ECHP is that it provides standardised data sets for all countries. 
Hence it is possible to take the convenient approach of pooling the national data at the micro level for 
analysis as a single set. This is achieved by appropriately scaling the case weights wij (for household or 
person j in country i) as 

                                                                  ( )ijiijij wPww Σ=′ .                                            (2.3.2) 

For ratios and relationships at the country level, estimates of iφ  are not affected by the scaling of the 

weights, and (2.3.2) gives the same results as obtained using the original weights wij. For aggregation over 

countries, (2.3.2) gives results identical to (2.3.1) when iφ  is a linear function of unit values vij. Be more 

specific, it is necessary to distinguish between different types of estimators involved. 
There are four types of estimates to be considered. The first two are: 

(1) Aggregates, proportions and means, generally of the form ijijiji wvw ΣΣ= .φ . 

(2) Ratios and relationships, commonly of the form ijijijiji uwvw .. ΣΣ=φ . 

The two forms (2.3.1) and (2.3.2) give identical results as except for the following. 
The difference between (2.3.2) and (2.3.1) is that between ‘combined’ and ‘separate’ ratio or regression 

estimates. Normally form (2.3.2), which corresponds to a combined estimate, is preferred because of its 
smaller potential bias and mean square error.  

In the above forms, the contribution of any unit j to the estimate does not depend on the values of other 
units (k) in the sample. It does for some other statistics, e.g. of the type involved in the study of income 
distribution inequality and poverty from the ECHP or EU-SILC: the median income, measures of income 
disparity such as Gini coefficient, poverty rates, etc. Here the useful distinction is whether the dependence is 
on units only within the country, or on all units in the pooled populations. 

(3) Distributional measures defined within countries 
Most commonly, measures of income distribution, disparity, poverty etc are defined in relative terms, i.e. 

within each subpopulation (country) separately – for example ‘the poor’ maybe be defined as persons with 
income below a certain proportion of the national median income. Obviously, such measures can only be 
computed separately by country, and then pooled using (2.3.1). 

(4) Measures in terms of the common EU-level distribution 
There is also a policy interest in the EU concerning measures of income disparity and poverty which are 

obtained with reference to the pooled EU-level income distribution, e.g. ‘the poor’ defined as persons with 
income below a certain proportion of the EU median income. Such measures are less ‘relativistic’ in that they 
depend not only in the income distribution within each country, but also on disparities in the among the 
countries average income level. Obviously, such measures can be computed only using the combined data 
using (2.3.2). Of course, once the pooled measure (such as the common EU poverty line) is defined, it may 
be possible and meaningful to use it to derive and compare other types of statistics by country (such as the 
‘proportion in poverty’). 
 



2.3 Scenario 2. Different population, similar or same  data source                                                                 37 

 

Meta-analysis 
Insights gained from meta-analysis can be useful to resolve several issues faced in combining surveys, as 

survey heterogeneity, planning data collection, and pooling data across surveys (Morton 1999). Laird and 
Mosteller (1990) define meta-analysis as “the practice of using statistical methods to combine the outcomes 
of a series of different experiments or investigations”. It implies four steps: identifying all relevant studies; 
assessing study quality; dealing with study heterogeneity; and summarizing the results. 

Kish (1998b), in the context of constructing an average birth rate for a continent using separate country 
birth rates, proposes three options for pooling multinational samples that are directly comparable to the three 
main meta-analytic models for combining study effect sizes: fixed effects (equal weight to each country’s 
estimate); equal effects (all subjects are independent and of equal importance); and random effects (weighed 
averages of the study proportions). 
 
Combining separate sites 

When similar data are collected in several sites (cities, provinces or districts of one country) of a 
combined population, but not in all of the sites, alternative treatments of them are possible (Kish 1999a). In 
combining separate sites three decisions must be made: the allocation of sample sizes, whether the samples 
should be combined and what weighting to use. These are expressed as follows by Kish. 

1. Only separate survey estimates ty  may be presented. 

2. Comparisons between the separate sites require harmonization to render the differences 

)( tt yy −  meaningful. 

3. Simple comulations ∑∑= ttt nyy /  of all sample cases amount to assuming that the 

populations tN  of the sites can be considered parts of the same population of ∑ tN  elements. 

4. Equal combination kyt /∑  of k sites weight each of the sites equally, disregarding both the 

sample sizes tn  and the population sizes tN . 

5. Weighted combinations ∑∑= tttw WyWy /  weight the sites with some measure of their 

relative importance. 

6. Post-stratification weights imply the construction of pseudo-strata composed of similar sites. 

Multinational combinations may be viewed as special cases of multi-site combinations. 
 
Multinational designs 

Multinational designs arise “not only because of the development of new methods and techniques, but 
especially because of availability of funds needed for these large enterprises, emerging effective demand for 
valid international comparisons, and also the improved national statistical and research institutions that are 
able to implement this complex of coordinated research” (Kish, 1999a). 
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From a theoretical perspective, combining the provinces of a country is similar to combining the nations 
of a continent, but from a practical view multinational combinations differ from multi-domain designs for 
five main reasons (Kish, 1999a): (i) in the former, the centres of decisions reside in separate national offices, 
and within any nation the agencies for policy setting and for resource allocation may be separate; (ii) 
technical resources are national and the separate offices may have very different technical development, 
organizational structures and social connections; (iii) survey variables (education, income, health etc.) 
depend heavily on national boundaries that vary by culture, religions, economic and educational levels, etc.; 
(iv) translations of concepts and of questionnaires are daunting challenges that need ingenuity, knowledge 
and devoted effort; (v) separate samples must be designed and operated to meet distinct national conditions. 

Combination of national statistics can occur in six distinct ways and weights (Kish, 1999a): (1) do not 
combine but publish only separate national statistics; (2) do not combine populations but “harmonize” 
designs for multinational comparisons in survey measurement methods (Kish, 1994); (3) use equal weights 

(1/H) for every country; (4) weight with sample size )( hn  when elements are drawn essentially from the 

same population or when per-element variance is the only component of variation; (5) use population weights 

hW ; (6) use post-stratification weights. 

 

 

Examples of category 2.(b): disaggregation for separate reporting by domain 

Multi-domain designs  
Statistics and data from national samples commonly provide the basis for separate reporting by sub-

national domains. 
Kish (1994) defines domains as partitions (non–overlapping, mutually exclusive) of the population, and 

subclasses as their representation in the sample. He distinguishes design domains that designate 
subpopulations for which separate samples can be planned and selected like regions, provinces and states, 
from cross-classes, meaning domains and subclasses that cut across sample designs, across strata and across 
sampling unit (classes of age, gender, occupation, income, health, education, etc. Kish,1987). 

The diversity of domains may be recognized within national sample designs like provinces that in most 
countries can number from 5 to 20. In samples of smaller populations like cities or institutions, similar 
partitions into major domains are typical, but for smaller and more numerous domains deliberate sample 
designs are not feasible for most samples of limited size; in this situation methods of small area estimation 
have been developed. 

 
 
 

2.4. Scenario 3. Same population, different data sources 

Estimates for a given population, from different data sources. Here as well, it is useful to distinguish two 
important subtypes.  

(a) One refers to the situation when the same variables or statistics are being estimated by pooling 
together multiple sources, such as two sample surveys on the same topic, two different types of surveys but 
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with a common subset of variables (such as household income in income surveys versus income in 
budget/expenditure surveys), or two sources of different types but providing information on a common set of 
variables (for example, income from interviews versus from administrative sources). In such situations, the 
pooling essentially involves aggregation by giving weights to different sources in proportion to their expected 
degrees of reliability. An example of this category can be found in Di Marco (2006). 

(b) The second type of situation involves pooling of substantively different types of data or indicators so 
as to construct more complex, composite indicators. The different type of data may come from different 
sources, or from different parts of the same source - they may even refer to the same individual units at the 
micro level. Typically, the pooling involves the construction of new variables or estimates for a given 
sample, rather than of the same measures over different samples. 

A good example is provided by the construction of indicators of multi-dimensional deprivation from 
indicators of monetary and non-monetary aspects of poverty (see Betti et al. (2006)). 
 

2.5. Scenario 4. Same population, similar data sources 

This is the most important scenario in the present context. A number of possible designs and applications 
are noted in this section. Illustrations from EU surveys and technical aspects of pooling under a rotational 
design are discussed in more details in the following sections. 

A good example of pooling of similar sources for a given population is provided by a periodic survey, 
repeated frequently at regular intervals using the same methodology and covering essentially the same 
population. (Of course, the population is not the “same” in the literal sense because it changes over time; but 
in many practical situations, such as in the context of repeated national surveys, the target population can be 
considered “essentially” the same). 

A number of examples will be given below based on multiple waves of a panel survey such as ECHP or 
EU-SILC. For instance, poverty rates may be computed for each wave, and then appropriately averaged over 
time to give more stable measures covering a numbers of years. Poverty rates defined using different 
thresholds in terms of the mean or median income (e.g. 50%, 60% or 70% of the median) may be averaged 
for the same purpose. Similarly, poverty analysis may be carried out at different levels of aggregation (e.g. at 
the level of EU, country, NUTS1, NUTS2,…) and the results pooled in some appropriable manner. Note also 
that the concept of “pooling” also incorporates putting together of information for the purpose of 
comparisons such as in the study of time trends or regional differentials. 

Another example of this scenario is provided by the “rolling sample” concept promoted by Kish (1990). 
As described below, here the emphasis is on cumulation of data from independent samples over time in order 
to improve sampling precision and permit more detailed geographical disaggregation. 

 
Periodic Surveys 

Periodic surveys, i.e. repeated surveys over time, have been designed and used mainly for measuring 
periodic changes, exploiting the advantages of partial overlaps. 

They have some common fundamental aspects with combining data from spatial units, but they show also 
some practical differences (Kish, 1999a): (i) they are designed for the “same” population, which tends to 
retain some stability between periods; (ii) similar methods and designs are feasible, simpler, and usual over 
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different periods than over different geographical domains; (iii) these stabilities encourage designs with 
“overlapping” selection of units, in order to reduce unit costs and the variances (from positive correlations); 
(iv) many periodic surveys employ widely known and used, quite standard, methods. 

Kish noted that there now exist several cumulated representative samples of national populations. In order 
to reduce field costs, they are often restricted within fixed selections of primary samplings units. The Health 
Household Interview Surveys of the USA consist separate weekly samples of about 1.000 households, 
cumulated yearly to 52.000 households (National Centre for Health Statistics, 1958). These samples are 
selected by the US Census Bureau within their large sample of PSUs. The Australian Population Monitors 
have quarterly non-overlapping samples that are cumulated to yearly samples and these are also confined 
within fixed primary sampling units (Australian Bureau of Statistics, 1993). The new Labour Force Surveys 
of the United Kingdom publishes each month the cumulation of three separate non-overlapping monthly 
samples (Caplan, Haworth and Steele, 1999). 

Periodic surveys are the common form of repeated surveys and of longitudinal studies. The periods can be 
annual, quarterly, monthly or short like daily or less. We can distinguish collection periods from reference 
periods and from reporting periods, and distinguish panels of individual elements from overlapping sampling 
units and from non-overlapping or independent selections. 

Most periodic surveys use partially overlapping samples with some kind of rotation design in order to 
reduce variances per sample element and to measure changes between periods and make current estimates. 

On the other hand, separate new samples are preferred for cumulations in order to avoid positive 
correlations. 

Panels denote samples in which the same elements (persons, families, households) are measured on two 
or more occasions for the purpose of obtaining individual changes. From the mean of these individual 
changes the net population change can be estimated. However, from the net changes of means we cannot 
estimate (directly) the gross change of individuals. Only panels can reveal the gross changes behind the net 
changes generally. (Exceptions can be found with strong models; Kish, 1987).  
 

 

Split panel designs 

Another variation, called the Split Panel Design, replaces the overlaps of rotating designs and provides 
the useful correlations for measuring net changes. Moreover, it serves to measure individual changes. Split 
Panel Designs (Kish 1981, 1987, 1990, 1998a, 1999a) displace partial overlaps with two samples: a panel p 
added to the independent rolling samples (a-b-c-d-…).  Thus the periodic samples will consist of pa-pb-pc-pd 
etc. It has two critical advantages over the classical partial overlaps: first, it provides true panels of elements 
(e.g., persons or households), which are missing for the moving elements in designs of mere overlaps; 
second, in Split Panel Designs the correlations are present for all periods, not only for the pairs arbitrarily 
designed in the classical symmetrical rotation designs. 
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Symmetrical rotations 

In many surveys, the pattern of rotation is "symmetrical", that is, new sets of units are introduced into the 
sample at regular intervals, and once introduced, each set is retained or dropped from the sample following 
the same pattern (Verma 1991).  

Many surveys use a straightforward pattern of rotation. The sample consists of "n" sub-samples; at the 
beginning of each survey period, one new sub-sample is introduced; and each sub-samples remains in the 
survey for n consecutive periods (rounds). The overlap between rounds decreases linearly as the interval 
separating them increases. For two samples introduced i interval apart the overlap is (n-i)/n, up to i=(n-1); 
after which (i≥n) the overlap becomes zero. 

More complicated rotation patterns can be used to vary the degree of sample overlap and how it changes 
with time. 

In many situations, the sample is rotated slowly (or not at all) at higher stage units, and more rapidly as 
we move to lower stage units. This is done to reduce the cost and inconvenience of changing the primary 
sampling units and other higher stage units. 

 
 

Asymmetrical Cumulations 

Asymmetrical cumulations are associated with cumulated sample. They denote a strategy of combining 
several periods for small domains, but reporting large domains frequently, for example, annual reports for 
small domains, but monthly national reports (Kish 1997). 

Their usefulness is due to three main reasons: (i) the principal divisions of most countries tend to vary 
greatly in size; (ii) statistics are also wanted for subdivisions of principal divisions; (iii) cumulations are often 
needed for rare items. However, asymmetrical cumulations can present practical problems of inconsistencies 
(Kish 1998a). 
 

 
Rolling samples and censuses 

The ‘rolling samples and censuses’ methods may be considered as special types of sample cumulations, 
but they are designed for different and specific functions. 

Kish (1998a) define rolling samples as a combined (joint) design of k separate (non-overlapping) periodic 
samples, each a probability sample with selection fraction f = 1/F of the entire population, designed such that 
the cumulation of k periods yields a detailed sample of the whole population with f = k/F. For example, if we 
imagine a weekly national sample each designed with same selection rates of f = 1/520, the cumulations of 52 
such weekly samples would yield an annual sample of 52/520 = 10 percent and then, ten of these annual 
samples would yield a census of 520/520 (Kish, 1999a). 

Rolling samples have been proposed for combining data from periodic surveys into annual data. Data are 
often collected weekly, or monthly, or quarterly in many countries to provide periodic comparisons, but these 
same data can also be combined for annual statistics. For efficient cumulation the best designs would be 
without the overlaps that benefit comparisons, but good compromises are feasible that are nearly optimal for 
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both aims. For both comparisons and for cumulations all survey aspects (variables and populations) must be 
standardized (Kish 1999b). 

The American Community Survey (ACS) is the largest and best actual national design for rolling 
samples. Its aim is to bridge the gap in timeliness for the full range of estimates that have traditionally come 
from the census (in countries such as the USA, from the census “long form”). Starting from 2003 the ACS 
questionnaire has been mailed to 250,000 addresses each month, spread evenly across the country. A rolling 
sample is used without overlaps, so that the annual sample is 3 million different addresses and the 5-year 
cumulated sample is 15 million addresses, compared to about 17 million for the 1990 census long form 
sample (Alexander, 1999). It is expected that in the next US census, only the short form on a full coverage 
basis will be used; the traditional long form will be entirely replaced by the rolling ACS sample.  
 
 
More robust poverty measures 

Finally, we consider comulation specifically for constructing more reliable or stable poverty measures. 
 
Poverty rates cumulated over time 

Where the information comes from sample surveys of limited size, a trade-off is required between 
temporal detail and geographical breakdown. In order to achieve greater geographical disaggregation (e.g. by 
region), the emphasis has to be shifted away from the study of trends over time and longitudinal measures to 
essentially cross-sectional measures aggregated over suitable time periods, so as to illuminate the more stable 
aspects of the patterns of variation across geographical areas. Simple average of wave-specific poverty rates 
over waves provides an indicator reflecting the overall situation over the period covered. Such measures 
constructed from averaging over waves tend to be more robust than results based only on one wave. They 
increase precision, that is the effective sample size, help to smooth out short-term fluctuations and bring out 
more clearly the underlying patterns and relationships. 

 
Poverty rates with different thresholds 

In the standard analysis, poverty line is defined as a certain percentage (x%) of the median income of the 
national population; by poverty line threshold we mean the choice of different values of x. The three more 
commonly chosen thresholds are 50%, 60% and 70% of the median. 

Irregularities in the empirical income distribution can arise especially in smaller samples. Computing 
poverty rates using different thresholds and then taking their weighted average using some appropriate pre-
specified weights can reduce such irregularities and increase sampling precision. 

Lower thresholds isolate the more severely poor and tend to be more sensitive in distinguishing countries 
or other population groups being compared in terms of the extent of extreme poverty. This sensitivity tends to 
fall as the threshold is raised.  

 
Poverty rates with poverty lines at different levels 

The level of a poverty line refers to the population level at which the income distribution is pooled for the 
purpose of defining the poverty line. Commonly used poverty-related indicators, such as in the Laeken list, 
are based on country poverty lines; that is, the poverty line used in these indicators is always determined on 
the basis of the national income distribution. The common procedure is to consider the income distribution 
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separately at the level of each country, and pool the numbers poor over countries to obtain the overall EU 
poverty rate, but a rate still defined in terms of national poverty lines. Similarly, the numbers poor defined 
according to the national poverty line in each country can be disaggregated by region, obtaining regional 
poverty rates, but still in terms of national poverty lines.  

It is necessary to consider other levels of the poverty line, especially for the construction of poverty rates 
at the regional level. Some examples are: EU poverty line determined on the basis of pooled income 
distribution for all EU countries; country-level poverty lines determined on the basis of pooled income 
distribution separately within each country; NUTS1 level poverty lines determined on the basis of pooled 
income distribution separately within each NUTS1 region, and NUTS2 level poverty lines determined on the 
basis of pooled income distribution separately within each NUTS2 region in each country and so on. 

Hence, for deeper analysis it is useful to consider poverty lines defined at different levels, such as using a 
common EU-level poverty line for identifying the poor in each EU country. Different levels for the poverty 
line can also imply a different mix of relative measures (those concerning purely the distribution of income) 
and absolute measures (those involving the mean income levels as well). We can mix any level of analysis of 
aggregation, concerning the units for which the measures are computed, with any poverty line level that 
refers to the population of which the income distribution has been considered in defining the poverty line. 
The poverty line level chosen can make a major difference to the resulting poverty rates, in particular when 
that level (e.g. national) is higher than the level of analysis or aggregation (e.g. regional). 

It is important to note that while consolidation over waves and poverty line thresholds (discussed in 
2.5.6.1 and 2.5.6.2 above) increases sampling precision of the estimates, such consolidation or averaging is 
not meaningful over poverty line levels because different poverty line levels capture different aspects of the 
situation – varying from absolute to purely relative aspects - and help to separate out within and between 
regional variation. It is best, therefore, to keep them separate, each regarded as defining a different indicator 
of poverty (Verma et al, 2005). 
 

 

2.6. Example of cumulation in European surveys 

In this section we provide two detailed examples of scenario (4) from European social surveys: namely 
from the continuous or annual Household Budget Surveys, and the rotational design of EU-SILC. 
 
Cumulation of data and measures in a continuous Household Budget Survey 

Some individual Member States of the EU, have gradually moved towards annual household budget 
surveys, in place of surveys conducted once every few years. There are many advantages of continuous 
surveys. However, often it is not feasible to have large enough sample sizes for reporting the results by single 
years, even if in principle this can be done with a continuous survey. For instance, in Denmark (following 
from Norwegian experience) a new model of the Danish HBS was introduced a number of years ago. The 
idea consists of a survey of modest size conducted on a continuous basis, data from which can be cumulated 
over years to achieve more adequate sample sizes.  
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How can data and measures be cumulated and averaged over time to construct more reliable measures? 
The following methodology, based on Verma (2001c) attempts to provide a response of this question. 

Suppose that in place of conducting one survey of, say, 5,000 households every five years, the survey is 
conducted on a continuous basis with a representative sample of 1,000 households every year. During the 
year the workload is also distributed more or less uniformly, e.g. enumerating around 80-100 households per 
month. The work can be conducted by a small team of interviewers (e.g. 8 or so) deployed permanently for 
the task. With a continuous flow of data from the field, data preparation and processing also becomes an 
ongoing operation. The sample is designed such that the information can be efficiently cumulated over time 
to achieve sufficient sample sizes, and the results are reported on a regular (annual) basis in the form of 
'moving averages' over a number of most recent years. 

Two main advantages of the model may be emphasized. 

1. The relatively moderate but regular workload; 

2. The regular updating of the results in a more timely manner. 

Lack of flexibility can be a possible disadvantage of a continuous survey. Major redesigns are more easily 
accommodated in ad hoc surveys separated by long intervals. By contrast, in a continuous survey it is 
necessary to carefully regulate and control changes in content, design and procedures.  

To cumulate the survey results over time it is necessary that the following hold. 

i. The sample be representative simultaneously over space and time. This means that for annual 
surveys, for instance, the sample for each year separately should be representative of the whole 
country. Actually, it is desirable to divide the year into shorter (such as half-monthly, monthly, or at 
least quarterly) periods, each with a separately representative sample of the country. 

ii. The annual samples should be independently selected, so as to avoid positive covariance and permit 
efficient cumulation over years. If a multi-stage sampling design is used, the samples for different 
periods should ideally use different, independently selected primary sampling units.  

iii. The sample sizes should be equal or at least fairly similar from one period (year) to the next, even if 
some variation in the achieved sample sizes from year to year cannot be avoided in practice. 

On the basis of these considerations, a good estimation procedure appears to be as follows. Weight each 
annual sample to be representative of the mid-year population of the year concerned (taking into account 
selection probabilities, response rates, external control totals etc.), and then put together the annual sample 
estimates with weights in proportion to their corresponding mid-year populations to produce cumulative 
results. In so far as the population does not change much over a few years, the above implies giving equal 
weights to the annual estimates in putting together the results. 

For the following illustration of the details, we will assume that data are collected with the sample 
uniformly distributed over Y years and, for a particular set of items, with a moving reference period of X 
years preceding the survey interview. For instance, for major expenditures (such as purchase of motor 
vehicles) the reference period may be X=1 year preceding the survey; for items such as clothing, we may 
have a reference period of six months (X=0.5 years); while for items recorded on a continuous basis in a 
diary, we have effectively X=0; and so on depending on the survey questionnaire. For a single-year survey 
we have Y=1, while with data cumulated over three years in a continuous survey we have Y=3. For the 
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sample as a whole, cumulated over collection period Y with data collected with a moving reference period of 
X years, the resulting data would pertain to the time period  

                                                                P = X + Y                                                         (2.6.1) 

years preceding the last interview. The quantum (volume) of the information collected is distributed 
symmetrically, centred at the point  

                                                              PO = (X +Y)/2 – 1                                              (2.6.2) 

years before the beginning of the most recent survey year, or  

                                                              PM = (X +Y)/2 - 0.5                                            (2.6.3) 

before the mid-point of the most recent survey year. 
It can be seen that with different values of the reference period for different types of items, the situation 

with cumulation over a number of years (Y>1) is similar in form to that with a conventional survey 
conducted over a single year (Y=1). Actually, with increasing Y, the period covered becomes less sensitive to 
differences in the reference periods for different types of items in the same survey. This greater uniformity of 
the time-periods covered for different types of items is in fact an advantage of increasing Y (the period of 
cumulation).  

For a fixed reference period such as the preceding calendar year, the situation is similar but simpler. For a 
conventional one-year survey, the period covered is centred at the middle of the reference calendar year. We 
have:   
                                                         for Y =1: PM = 1; PO = 1/2.                                     (2.6.4) 

More generally, with cumulation over Y>1 years we have,  
                                                           PM = (P +1)/2; PO = P/2,                                        (2.6.5) 

giving, for instance,  
P

M 
= mid-point of the second reference year when cumulated over Y = 3, and  

P
M 

= end of the second reference year when cumulated over Y = 4 years.  

In any HBS, prices (whether actual or imputed) for all items of consumption or expenditure need to be 
adjusted in accordance with the periods they refer to. At the individual level, the relevant price is the one 
prevailing at the mid-point of the reference period for the item concerned.  

Exactly the same procedure as that for a single-year survey applies to any continuous survey involving 
cumulation over a number of years.  

In adjusting prices, it is important to note that a single, common adjustment factor - reflecting the overall 
consumer price index for private households - applies to all types of items and all categories of households. 
(Using different adjustment factors for different categories will fail to reflect changes in the structure of 
consumption in terms of values.) This fact considerably simplifies the adjustment process. On the other hand, 
if certain items of consumption such as imputed rent are obtained from an external source and refer to a 
different period than the reference period of the survey, price adjustments to bring them in line with the 
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survey period have to be made using appropriate quantity, price and quality indicators specific to the item 
concerned (Verma, 2001c).  
 
Cumulation of cross-sectional and longitudinal data from EU-SILC 

The following describes the EU-SILC rotational panel design, procedures for cumulating longitudinal 
data, and how the relative sample sizes of the cross-sectional and longitudinal components may be modified 
to affect this cumulation. 

Full details of the following procedures are available in Verma (2001a, 2001b); see also Verma and Betti 
(2006). 

 
EU-SILC rotational panel design 

Consider two successive years with partially overlapping samples. For the cross-sectional sample for each 
year to be separately representative requires each of the following three parts to be a representative sample: 
(i) the dropped part to be representative of the population at year 1; (ii) the added part to be representative of 
the population at year 2; and (iii) the overlapping part to be representative of the population at both times.  

Normally, the above is achieved in practice by selecting the total sample in the form of a number of 
replications. The scheme is illustrated in Figure 2.6.1. Each replication is in itself a representative sample, 
typically with the same design (structure, stratification, allocation, etc.) as the full sample, differing from the 
latter only in sample size. From one year to the next, some of the replications are retained, while others are 
dropped and replaced by new replications depending on the extent of the overlap desired.  

 
Figure 2.6.1. 
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Figure 2.6.2 illustrates a simple rotational design (once the system is fully established). The sample for 
any one year consists of 4 replications, which have been in the survey for 1-4 years (as shown for ‘Time=T’ 
in the figure). Any particular replication remains in the survey for 4 years; each year one of the 4 replications 
from the previous year is dropped and a new one added, giving a 75% overlap from one year to the next. For 
surveys two years part, the overlap is 50%; it is reduced to 25% for surveys three years apart, and to zero for 
longer intervals. With n replications, each kept in the survey for n rounds, the overlap between rounds 
declines linearly as the interval separating them increases. For two surveys i intervals apart the overlap is (n-
i)/n, up to the time i=(n-1), after which (i≥n) the overlap becomes zero.  
 

Figure 2.6.2 

 
 

 
Figure 2.6.3 illustrates how a rotation pattern may be started from year 1. To obtain the full sample with 4 

replications for the first year, it is necessary to begin with all the 4 replications. These replications are treated 
differently over time. One of these is dropped immediately after the first year, the second is retained for only 
2 years, the third for 3 years, and only the fourth is retained for the full 4 years. The pattern becomes 'normal' 
from year 2 onwards: each year one new replication is introduced and retained for 4 years.  
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Figure 2.6.3 

 
 
Cumulation of longitudinal data 

The main limitation of longitudinal sample is the smallness of the sample size available for studying 
special subgroups in the population: cumulation of data over time may be one simple method of increasing 
the available sample sizes.  

First consider year-to-year transitions in the design of Figures 2.6.2-2.6.3, with r subsamples for instance.  
Each year starting with year 2, (r-1) subsamples provide observations of year-to-year transitions. These 

can be cumulated over time to obtain (r-1)*(y-1) subsamples proving observations of year-to-year transitions 
over the years 1 to y. The resulting analysis provides an average picture of such transitions over the y years.  

Figure 2.6.4 (based on Figure 2.6.3) provides an illustration with r=4 which is by far the most common 
design used in EU-SILC. Each year starting with year 3, (r-2) subsamples provide a set of longitudinal 
observations, each covering a three year period. These can be cumulated over time up to survey year y to 
obtain (r-2)*(y-2) subsamples proving observations, each covering 3 years. The resulting analysis provides 
an average picture of such observations over the y years.  
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Figure 2.6.4 

 

 
As for sets of longitudinal observations each covering a 4-year period, each year starting with year 4 

provides (r-3) subsamples for the purpose. These can be cumulated over time up to survey year y to obtain (r-
3)*(y-4) subsamples proving observations each covering 4 years.  

 
Adjusting the relative sample sizes of the two components 

The relative size of the panel component can be increased (reduced) only by increasing (reducing) its 
duration (r), but that duration is not a parameter which can be chosen merely on the basis of sampling 
considerations. More flexibility can be achieve by supplementing the basic structure by the split panel, i.e. 
the addition to the basic structure of a panel component of unlimited duration; by contrast, the size of the 
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cross-sectional component can be increased by adding to the basic structure a fully rotational cross-sectional 
booster. 

While this option has not be so far used in EU-SILC national survey, it remains potentially useful and 
interesting for regional and other special EU-SILC surveys. 

For example, consider a rotational design with r replications or subsamples, each of size s. In the basic 
model, each subsample is retained in the survey for r years.  

In any round: 

i.  the cross-sectional sample is of size n
1
=r*s;  

ii. the longitudinal sample linked over two years is of size n
2
=(r-1)*s (since all but the newly introduced 

panel provide such linkage with the previous year); 

iii. the longitudinal sample linked over three years is of size n
3
=(r-2)*s (since all but the two most 

recently introduced panels provide such linkage with year y-2); 

iv. that linked over four years is of size n
4
=(r-3)*s; and so on.  

With the addition of a split panel of size p, each of the above is essentially increased by p, so that the 

longitudinal to cross-sectional sample size ratio, such as n
i+1

/n
1 

is increased from 
r

ir
n

ni −
=+

1

1  to 

)/(
)/(

1

1

spr
spir

n
ni

+
+−

=+ . 

With the addition of a cross-sectional booster of size x, the available cross-sectional sample is increased 
by x without affecting the longitudinal components. The longitudinal to cross-sectional sample size ratio is 

therefore reduced from 
r

ir
n

ni −
=+

1

1  to 
)/(1

1

sxr
ir

n
ni

+
−

=+ . 

 
 

2.7. Differences and averages under rotational design 

Illustrations from the EU Labour Force Survey 

An illustration of cumulating data and indicators over time in European labour force survey is based on 
Verma, Gagliardi and Ciampalini (forthcoming 2009). 

Labour force survey are typically required to provide estimates  of net change between two periods such 
as from one quarter to the next. Similarly, estimates are required of averages over a number of periods such 
as annual averages over consecutive quarters. With a rotational design, the total sample at any given period 
(say, quarter) consists of a number of subsample introduced into the survey at different points in the past. The 
sample overlap between two periods generally differs from one subsample to another. For example, figure 
7.1 shows a sample with a “linear” rotation pattern in which (1/5)th of the sample is replaced each quarter 
(i.e. any subsample remains in the survey for 5 consecutive quarters). Considering two consecutive quarters 
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for instance, we see that the combined sample consists of 5 pairs, 4 of which are fully overlapping, while 1 is 
made up of two entirely independent samples (indicated by A and B in the figure). 

In this section we consider technical issues in cumulating data under rotational and panel design, in 
particular how the variance and design effect are affected. The labour force surveys in EU countries provide 
the main illustrations. We conclude by considering variance and design effects of poverty trends and 
averages estimated in panel or rotational panel design, such as the ECHP and EU-SILC respectively. 
 
Figure 2.7.1 

       

A

subsample

B
time  

 
Such differences between different subsamples in the sample overlap over time need to be taken into 

consideration in constructing measures of net change and averages over time for a rotational design.  
For simplicity, we will assume that the rotation pattern is ‘linear’, where any unit once selected remains in 

the sample for n periods, thus giving a (n-1)/n sample overlap between successive periods. For any given 
period, the total sample is divided into n subsamples (each subsamples being representative of the population, 
just like the total sample), one of which is replaced by a different subsample in the following period. Next, 
we assume that variance of an estimate of interest from a single subsample at a given time has a constant 
value, say V2; the average correlation between estimates, for two consecutive periods from a given 
subsample, is also assumed a constant, say R. This means that the difference between and the average over 
two consecutive periods estimated from a subsample have the following variances, respectively: 
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Net change or difference between consecutive periods      

The situation is illustrated in the figure 2.7.1 already given above. The total sample involved in the 
estimate consists of n pairs of subsamples, (n-1) of which are overlapping and 1 is a pair of independent 
subsamples. The resulting variances are as follows 
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Table 2.7.1 

Type of pair No. of such pairs Variance of estimate from one pair 

Fully overlapping (n-1) 2V2(1-R) 

Independent 1 2V2 

 
Estimate of the difference form the whole sample may be obtained by simple average of the above 

estimates from individual pairs, i, of subsamples. Variance for such whole-sample estimate may be written as 
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The coefficient (n-1)/n for R appears because one of the n pairs has no sample overlap. With full overlap 
in all the samples, the expression would have been  

                                              )1(2 2
2 R

n
VVd −=            (2.7.3) 

An alternative estimate with lower variance would be to take a weighted average, with the subsample 
estimates weighted inversely to their variance 

                                        ∑= 222
iid VWV   with   .1=∑W                                    (2.7.4) 

The appropriate weights each of the overlapping pairs are for: )/(1 RnWi −= . 

The non-overlapping pair is less efficient in estimating the difference, and consequently given a lower 

weight: )/()1( RnRWi −−= . 

Variance of the resulting estimate is somewhat smaller than (2.7.2): 
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Averaging over quarters 

Consider a rotational sample with n subsamples as before. Let the required estimate be the average over Q 
consecutive periods, such as Q=4 quarters for annual averages. The subsamples contributing to the average 
estimate are illustrated in figure 2.7.2 below for Q=4 and n values from 1 to 6. 

The case n=1 corresponds simply to independent samples each quarter and, under the simplifying 
assumptions described above, the variance of the estimate of average over Q period is: 

                                        
Q

VVa

2
2 =                                                           (2.7.6) 

The total sample involved in the estimation of the average can be seen from the figure to consist of (n+Q-
1) independent subsamples. Each subsample provides ‘observations’ with full sample overlap over a certain 
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number of consecutive periods within the interval (Q) of interest. The distribution of the (n+Q-1) subsamples 
by the number of observation (m) provided can be seen to be as follows 

 
Table 2.7.2 

m = No. of subsamples 

1, 2, …, (m1-1) 2 for each value of m 

m1 m2-(m1-1) 

 
Here m1=min(n, Q) and m2=max(n, Q). 

 

 

Figure 2.7.2 

Q=4 

     n=1    n=2   n=3    n=4 

 

  n=5       n=6 

 

 
For illustration, consider Q=m1=4, n=m2=6. 
There are 2 contributing subsamples for each number 1, 2 and (m1-1)=3 of observations; and in addition 

there are m2-(m1-1)=3 subsamples, each contributing m1=4 observations. 
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Similarly, for Q=m2=4, n=m1=3, we have 2 contributing subsamples for each number 1 and (m1-1)=2 of 
observations, and in addition m2-(m1-1)=2 subsamples each contributing m1=3 observations. 

In order to provide a simplified formulation of the effect of correlation arising from sample overlaps, we 
assume the following model. If R is the average correlation between estimates from overlapping samples in 
adjacent periods, then between points one period apart (e.g. between the 1st and 3rd quarters), the average 
correlations is reduced to R2, the correlation between points two periods apart (e.g. the 1st and the 4th 
quarters) is reduced to R3, and so on. 

Consider a subsample contributing m observations during the interval (Q) of interest with full sample 
overlap. Considering all the pairs of observations involved and the correlations between them under the 
method assumed above, variance of the average over the m observations is given by 

                                                    ( ))(1
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2 mf
m

VVm +⋅=                                     (2.7.7) 

 

Where 
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m

mf                 (2.7.8) 

The term f(m) reflects the loss in efficiency in cumulation or averaging over overlapping samples. The 
following illustrates its values for various values of m: 

 
Table 2.7.3 

m f(m) 

2 R 

3 )2(
3
2 2RR +  

4 )23(
4
2 32 RRR ++  

5 )234(
5
2 32 RRRR +++  

 

We may view the above as variance “per-observation”, say 2
mU , for the subsample concerned 

                                              ))(1(222 mfVVmU mm +⋅=⋅=                                 (2.7.9) 
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Repeated observations over the same sample are less efficient in the presence of positive correlations; this 
is summarised by the factor [1+f(m)] where m is the number of repetitions. 

In estimating the average using the whole available sample of )( Qn ⋅  subsample observations4, we may 

simply give each observation the same weight. Taking into account the number of observations and the 
variances involved, the resulting variance of the average becomes 
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The first factor is the variance to be expected from )( Qn ⋅  independent observations (with no sample 

overlaps or correlation), each observation with variance V2. The other terms are the effect of correlation with 
sample overlaps. Thus effect, F(R) disappears when f(i)=0 for all i=1 to m, as can be verified in the above 
expression. 

An alternative is to take a weighted average of the observations, with weights inversely proportional to 
their variance, i.e. to the corresponding factor [1+f(m)]. The effect on the resulting variance, though may 
appear algebraically cumbersome, can be easily worked out, for any given rotation pattern and value of 
average correlation R. 

It has the form 

                                       ∑ ⋅= 222
iia VWV  , with  1=∑ iW                                (2.7.11) 

where Wi are the weights of observations i  
 
Illustration of poverty measures of average and net differences from a household panel 

Finally we report an example of the estimation of difference and averages of poverty measures using data 
from four consecutive waves of the ECHP survey (Betti et al., 2007). Suppose that W1, W2, W3 and W4 
stand for the cross-sectional measures based on indicators of poverty/inequality for four consecutive years. 
Then nine measures of difference and average can be constructed as follows: 
 
Measures of differences between waves: (W1-W2), (W2-W3), (W3-W4)  

Measures of mean of two waves: (W1+W2)/2, (W2+W3)/2, (W3+W4)/2  

Measures of mean of three waves: (W1+W2+W3)/3, (W2+W3+W4)/3  

Measures of mean of four waves: (W1+W2+W3+W4)/4. 

 
What is the relationship between the variance of a measure from a single wave, and what of more 

complex measures of averages and net changes of the above type? 
This can be explained and estimated in terms of the “design effects” as follows. 

                                                 
4 Obviously , we have n subsamples observed during each of Q periods in the rotational design assumed.  
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The design effect is the ratio between the standard error of the measure considered based on the actual 
sample and the standard error of the same measure under the assumption of simple random sampling.  

So, as example, the squared design effect for the measure of difference between first two waves can be 
expressed as:  
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=                                       (2.7.12) 

The design effect can be decomposed into components: the effect of clustering and stratification and the 
effect of weighting. Here, because of the panel nature of the data, we have also a third effect: the effect of 
correlation. This correlation arises from two sources. The first is the common structure (stratification and 
clustering) of the samples in different waves of a panel. This correlation exists even if there is no overlap 
between waves at the level of individual households or persons. Further correlation arises from overlap 
between waves at the individual level as follows.  

We have four waves of a panel survey. Because of the panel nature of the survey, a large proportion of 
the individuals are common in these four waves. However, a small but generally non-negligible proportion of 
individuals are different from one wave to the other.  

 
Figure 2.7.3. 

 
 

As shown in the figure 2.7.3, the four cross-sectional samples largely overlap and are not independent. 
This causes correlation between measures from different waves.  

For the measure of difference between two waves, formula (2.7.12) can be expressed as:  
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where Vrnd(.) is the standard error of the measure considered if we completely randomized the sample, i.e. all 
the elementary units put in a randomised order completely disregarding – hence completely removing the 
effect of – the sample structure. 
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The first term on the right hand side stands for the effect of clustering and stratification, the second term 
for the effect of weighting and the third term for the effect of correlation. In this expression we can estimate 
all the variance terms diversely, for example using a replication based variance estimation procedure such as 
JRR, except for Vsrs(.). For the calculation of the second term (the effects of weighting) that involves Vsrs (.), 

we proceed as follows. In Betti et al. (2007) we showed that Vsrs (.) can be substituted by 
(.)K
(.)Vrnd , where 

(.)K  stands for what we call the”Kish factor”. It can be calculated as follow, for instance, for poverty rate 

(p). Let 

                                                    )(1 ppu jj −=                     (2.7.14) 

In Verma et al. (2006), it has been empirically demonstrated that, at least for a wide variety of cross-
sectional measures of poverty and inequality, the following expression very closely approximates the factor 
K expression: 
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Hence we can estimate the design effect of  (W1-W2) as: 
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Similar expressions can be derived for the design effects for (W2-W3) and (W3-W4).  
Similarly, the design effect for measures of average over waves can be expressed as follows:  
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Similar expressions can be derived for average of W2 and W3, and average of W3 and W4. For the 
average over three waves we have:  
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Similar expression can be written for the average of W2, W3 and W4. Finally, for the average over four 

waves we have:  
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Chapter  3 
 
Poverty and inequality measures for Regional 
and Local Governments 
(coordinator Tomasz Panek) 
 
 
3.1 Introduction 

Indicators of poverty and social exclusion are an essential tool for monitoring progress in the reduction of 
these problems. In the EU-wide context, these indicators need to be comparable across countries and time. 
For this purpose, the European Commission has adopted a common set of indicators, referred to as the 
Laeken Indicators (see Section 1.5). Most of these indicators are defined at the national level. However, 
indicators of poverty and social exclusion have also an important territorial dimension which is connected 
with the need to take into account  regional and local differences in construction the system of these 
indicators. The important reason why regional and local levels should be considered in building system of 
poverty and social exclusion indicators it that many member states of the EU are decentralising decision-
making, resources and responsibilities to lower levels of government. As a result, regional and local 
governments have greater opportunity to address problems of poverty and social exclusion. It causes also that 
in the construction of the National Actions Plans (national action plans for combating poverty and social 
exclusion) not only central governments are involved but also regional, or local governments. Moreover, to 
ensure a good allocation of public funds system of poverty and social exclusion indicators at regional, and 
local levels is necessary. 

Regional and local governments could implement more effective poverty and social exclusion alleviation 
if local decision makers had better tools and strategies for prioritising actions and evaluating their outcomes. 
Just, an appropriate system of regional and local indicators help local governments develop, implement and 
evaluate programs to combat poverty and social exclusion. In order to construct an appropriate system of 
indicators at regional and local levels three main aspects have to be considered: choice of appropriate 
indicators at regional and local levels; making the best use of available data; using different sources of 
information to produce the best possible estimates for regions and local units using appropriate small area 
estimation (SAE) techniques. 

For monitoring progress in the reduction of poverty and social exclusion the EC phrased the principles 
which the single indicator and the system (portfolio) of indicators as a whole have to follows (Atkinson et. 
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al., 2002). These principles refer to construction of the indicators at national level as well as at regional and 
local levels. 

Principles applied to single indicators cover: 

- an indicator should identify the essence of the problem and have a clear and accepted normative 
interpretation; 

- an indicator should be robust and statistically validated; 

- an indicator should be responsive to affective policy interventions but subject to manipulation; 

- an indicator should be measurable in a sufficiently comparable way across members states and 
comparable as far as practicable with the standards applied internationally; 

- an indicator should be timely and susceptible to revision; 

- the measurement of an indicator should not impose too large a burden on member states, on enterprises, 
or on the Union’s citizens. 

The system of indicators should satisfy the following principles: 

- the portfolio of indicators should be balanced across different dimensions; 

- the indicators should be mutually consistent and the weight of single indicators in the portfolio should be 
proportionate; 

- the portfolio of indicators should be as transparent and accessible as possible to the citizens of the 
European Union. 

We may distinguish three main approaches to system of indicators construction, which are connected with 
three ways of the analysis of poverty and social exclusion (UNDP-Poland, 2006). In the first approach, which 
could be described as “one bag” approach, all the indicators describing the poverty and social exclusion make 
up one set, without differentiate between factors and symptoms indicators and indicators of strategic response 
to poverty and social exclusion. 

Such approach is just typical for set of Laeken indicators to monitor poverty and social exclusion. The 
characteristic feature of this approach is the grouping of indicators into dimensions of poverty and social 
exclusion, without bringing up the cause-and-effect relations. This set of indicators, in which indicators of 
causes and symptoms are parts of the same set, are supplemented, by countries in their National Action Plans, 
with indicators specific to a given country. 

The second approach uses certain elements of the cause-and-effect analysis. As an example the French 
system of social indicators may be indicated. In this system indicators are divided into three groups: 
indicators of context/environment, indicators of means and indicators of performance. Also OECD uses 
indicators designed to measure the scale of social exclusion and possible effectiveness of social response to 
this phenomenon (OECD, 2006). 

The third approach basis on complete cause-effect sequence of indicators. This approach leads to 
construction a complete chain of cause-and-effect interactions in the analysis of poverty and social exclusion. 
Indicators are divided into three main functional group: 

• indicators of causes (factors, determinants), 
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• indicators of states (syndromes), 

• indicators of reaction (responses). 

This approach was applied for example, by UN agencies (UNCSD) in all spheres, that is environmental, 
social, economic and institutional polices. A preliminary proposal for building the system of indicators for 
analysis poverty and social exclusion on the basis of cause-effect sequence of indicators was presented and 
the profit carried out by UNDP-Poland (2006). It was stressed that only this approach allow designing and 
evaluating policies in a consistent manner on all levels; national, regional and local. 

Poverty indicators can be of different type and can have different properties. A poverty measure can be 
“relative”, i.e. defined in relation to mean or median incomes or “absolute”, i.e. based on ability to afford a 
given bundle of goods and services. Some indicators are based on a person or household’s current status, but 
they can be also dynamic.  

Current living conditions of households not depend only on their current income. This means that the 
portfolio of poverty measures have to be multidimensional covering not sole the monetary nature of 
phenomenon but also a deprivation in terms of life-style concerning a range of fields.  

These should be complementary sources of information. Moreover, an indicator can be “objective”, i.e. 
the status of individuals or households can be verified by documentary evidence or “subjective”, i.e. based on 
a subjective judgement by the respondent. Finally, indicators may have an important territorial dimension 
reflect regional and local differences. 

Using indicators for comparisons some problems can arise, like differences among countries and within 
countries differences.  

 
 

Choice of appropriate indicators at regional and local levels 

As a point of departure for construction a system of poverty indicators the methodological framework 
endorsed at Laeken will be used. In order to choice a set of appropriate indicators of poverty for use by 
regional and local governments it is necessary to identify special features and requirements at regional and 
local levels. Specifically, the requirement is to identify whether, and if so in what manner, indicators 
appropriate for the regional and local level may differ from the Leaken indicators designed primarily for the 
national level. 

Indicators of poverty of course have an important territorial dimension, pointing to the need to take into 
account regional and local differences. In an ideal context, one may seek to give regional and local 
breakdown on all indicators common for the all UE members. That is, one may introduce regional and local 
analyses within each of the indicator fields, for instance producing poverty rates at regional and local levels, 
urban-rural classification, etc. However, simply the introduction of more extensive breakdown is neither 
possible because of data limitations, nor sufficient in itself. 

Some of the Laeken indicators may be suitable for regional and local application; others may be suitable 
after modification; while some may not be appropriate for the purpose. In addition, it is also necessary to 
consider whether there is need for addition to the existing indicators developed primarily for application at 
national level-region and local specific indicators able to capture aspects which are essentially regional or 
local. It is possible that a more diverse-“portfolio of indicators” is required for the purpose of addressing 
concerns of regional and local policies. 
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Cross-sectional measures of income poverty at regional and local levels 

Henceforth the Laeken indicators have been applied primarily at the national level. It is necessary to adapt 
them for regional and local application, taking into account differences in the requirements and the data 
situations. As a general rule, it is necessary to focus on the more basic among the indicators. This is because 
the data requirements are substantially increased when the results are to be geographically disaggregated. 

Detailed disaggregation of the indicators not only by age, gender and other characteristics – but even only 
by geographical region – has to be severely restricted, especially when the information comes from sample 
surveys of limited size. Broad classification, such as distinguishing children, youth and elderly persons, may 
be possible, but even that has to be subsidiary to the need for adequate regional breakdown. 

For the purpose of regional and local indicators, the focus has to be primarily on ordinary poverty rates 
for the total population, possibly with some major breakdowns. Certain more complex poverty and inequality 
measures - measures which are more sensitive to details and irregularities of the empirical income 
distribution - are less suited for disaggregation to small populations and small samples. Examples are Gini 
coefficient, relative median at-risk-of-poverty gap, and at-risk-of-poverty rate before social transfers. 

On the other hand, poverty rates have to be supplemented by other indicators not considered explicitly in 
the Laeken list. Perhaps the most important of these is simply the mean income levels of the regions and local 
units, the dispersion among which provides a measure of regional and local disparities. General entropy 
measures may also be useful because they can be decomposed into within and between region and local 
components. 

 
 

Indicators of non-monetary deprivation at regional and local levels 

In addition to the level of monetary income, the standard of living of households and persons can be 
described by a host of indicators, such as housing conditions or access to other goods and services (so called 
non-monetary indicators). Some of the deprivation elements are connected with the access to goods and 
services at local level, while others at region or national levels. This situation makes it necessary to 
harmonise system of poverty and social exclusion indicators for local governments with system of these 
indicators at regional and national levels. The data required for the construction of non-monetary indicators 
are generally simpler to collect than detailed data on monetary incomes. This makes such indicators more 
convenient and suitable for regional and local analysis. The set of Laeken indicators non-monetary type, 
mandatory for EU members, may be supplemented on the basis of the EU Statistics on Income and Living 
Conditions (EU-SILC) survey.  

It is also useful to combine monetary and non-monetary measures in order to study the extent to which 
they overlap. If individuals are subject both to income poverty and non-monetary deprivation simultaneously, 
their overall deprivation is more intense. Similarly, if they are subject to only one of the two, their 
deprivation is, in relative terms, less intense. On the same lines as the monetary poverty rate, we can 
construct non-monetary deprivation rates, and also rates of what we have termed manifest deprivation 
(representing the presence of both income poverty and non-monetary deprivation simultaneously), and latent 
deprivation (representing the individual being subject to at least one of the two, income poverty and/or non-
monetary deprivation).  
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Longitudinal indicators of income poverty and non-monetary deprivation at regional and local levels 

Longitudinal indicators are less frequently used in social inclusion and other reports than cross-sectional 
indicators of poverty and exclusion. These indicators are more demanding on the data. In constructing 
regional and local indicators, the emphasis has to be shifted away from the study of trends over time and 
longitudinal measures to essentially cross-sectional measures. Furthermore, it is more appropriate to 
aggregate such measures over suitable time periods, so as to illuminate the more stable aspects of the patterns 
of variation across regions and local units. Simpler indicators will be more robust and less demanding on the 
data available. As to longitudinal indicators, it is preferable to focus on indicators defined over a short time 
periods. Furthermore, such measures should be aggregated over suitable time periods, so as to illuminate the 
more stable aspects of the patterns of variation across regions and local units. Simpler indicators will be more 
robust and less demanding on the data available. Where the available statistical data cover longer time 
periods, short-duration longitudinal indicators can themselves be averaged over time to obtain more robust 
measures. In specific terms, we define and construct in the following illustrations indicators based on the 
persistence of poverty over pairs of adjacent years: 

- Persons are persistently poor over two consecutive years if, in relation to the poverty line specific to each 
of the years, they are classified as poor in both the years,  

- Persons are in any-time poverty over two consecutive years if, in relation to the poverty line specific to 
each of the years, they are classified as poor in either of the years.  

With a longer reference period of T years, assuming that the necessary time series of data are available, 
the (T-1) pair-wise persistent or any-time rates can be averaged over time to obtain more stable measures for 
regional and local comparisons. The choice of the appropriate reference period T for averaging depends, 
apart from data availability, on substantive and policy considerations. It is matter of trade-off between 
temporal and spatial detail. Perhaps a moving average over a 4 or 5-year period may be generally 
appropriate.  

The longitudinal measures of income poverty can be generalised to multi-dimensional measures of 
deprivation of the type noted above5: any-time, persistent and continuous deprivation, in monetary and non-
monetary dimensions, and also in the two dimensions in combination (the above defined latent and manifest 
forms). The basic cross-sectional rates of monetary and non-monetary deprivation can be combined with 
each other and then also over time using fuzzy set operations. 

 
 

Indicators of regional and local cohesion or disparities 

Laeken indicator SI-C3, ‘regional cohesion (dispersion of regional employment rates)’ was proposed in 
an attempt to measure regional disparities in employment rates. However, alternatives are required to this 
indicator because of its statistical and substantive shortcomings6. This indicator has been criticised for not 
providing statistically valid information for comparison across countries because its magnitude depends on 
the size and number of regions present in the country. There also has been some criticism of the indicator 

                                                 
5 For more details see Part 1. 
6 The same remarks may refer to local disparities. 
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from a substantive/policy angle (for instance, Atkinson et al., 2002). While clearly the proposed indicator 
needs to be improved from a statistical point of view, we do need similar indicators to synthesis the wealth of 
information contained in the regional and local breakdowns of the common indicators of social inclusion. 
This applies not only to employment rates, but also to regional and local disparities in the rates of 
unemployment, poverty and deprivation etc. 

 
 

The third level indicators of poverty and deprivation 

The first and the second level Laeken indicators, common at UE level, represent only the starting point to 
constructing a system of indicators at regional and local levels. EU member states are encouraged to develop 
third level indicators which would reflect specifity of individual countries. These indicators would constitute 
supplement of indicators for all UE countries as part of the monitoring system connected with 
implementation of National Action Plans. Within NAPS, draw up in 2-3 years cycles, the social indusion 
goals (adopted on the EC level) defined in operational terms on the individual countries are provided. Below, 
an review of selected countries NAPS was conducted in the context of searching for examples of regional 
and local indicators system for monitoring poverty and the links and inter-relations of systems at different 
levels. Based on National Actions Plans – information about indicators for each country are presented in 
different form and order. 

 



 

 

Table 3.1.1. Selected Indicators for monitoring of the implementation of the NAP/Inclusion in Poland7 

Name of priority8 Name of the action Name of the Indicator9 Source10 
Priority 1. Support families 
with children Indicator 

 At risk of poverty rate among children (0-19 years) (threshold fixed at the 
level of the minimum of existence) (NAT) 

CSO 

  At risk of poverty rate among families with 4 or more children (threshold 
fixed at the level of the minimum of existence) (NAT) 

CSO 

 Development of the integrated 
family support system 

Expenditures for programme supporting parents before 
and after childbirth (NAT) 

Registries of MPiPS, MZ, 
MEN 

  Expenditures for non-insurance based family benefits 
connected with childbirth (NAT) 

Registries of MPiPS 

  Number of children covered by actions „National Disabled Children Support 
Programme” (NAT) 

Registries of MZ, MEN 

  Number of centers of daily support care within regulation 
of social welfare [run by municipalities or by any other entities] (NAT) 

Registries of MPIPS 

  Number of children and youth covered by actions 
“Recreation room – internship – sociotherapy in the rural environment” 
(NAT) 

Registries of MPIPS 

  NAT: Number of the municipalities who participate in the programme Registries of MPIPS 

                                                 
7 Ministry of Labour and Social Policy (2008). 
8 Table contains indicators for monitoring of the implementation of the NAP/Inclusion included in the three sections connected to three priorities. Every section presents 
appropriate indicators assigned to the one priority. 
9 EU - commonly agreed EU indicator , NAT - commonly agreed national indicator  
10 Abbreviations used: MPiPS: Ministry of Labour and Social Policy, MZ: Ministry of Health, MEN: Ministry of National Education, CSO: Central Statistical Office, 
PFRON: National Disabled People’s Rehabilitation Fund 



 

 

„Recreation room – internship – sociotherapy in the rural environment” 
(NAT) 

  Number of people covered by actions provided by centers of daily support 
care within regulation of social welfare [run by municipalities or by any other 
entities] (NAT) 

Registries of MPIPS 
 

  Number of completed social houses (NAT) Registries of the 
Ministry of Construction 

  Number of night shelters, hostels and homeless shelters 
[run by powiats or by other entities] (NAT) 

Registries of MPiPS 

  Number of people who live in night shelters, hostels and 
homeless shelters [run by powiats or by other entities] (NAT) 

Registries of MPiPS 

  Number of the Citizens Advice Bureaux (NAT) Data of Union Citizens 
Advice Bureaux 

 Development of the income 
support system 

Expenditures for the system of family benefits (in PLN) (NAT) Finances of MPiPS 

  Expenditures for the family benefits as a share of the total social expenditures 
in relation to the she of the people aged 0-18 years in the total population 
(EU) 

Finances of MPiPS 

  At-risk-of-poverty rate among children (0-15 years) before all social transfers 
except old-age/survivors’ pensions (EU) 

CSO 

  The amount of paid scholarships (in PLN) Registries of MEN 
  Number of children covered by the social and science scholarship Registries of MEN 
  The percentage of pupils who receive scholarship Registries of MEN 
  Number of children covered by programs of counteracting the malnutrition Registries of MPiPS 
  Number of families using tax relieves Registries of Ministry of 

Finance 
 Supporting employees in Number of people employed in nursery schools CSO 



 

 

reconciliation of work and family 
life 

  Number of people employed in care services for elderly, disabled people and 
long-term ill 

CSO 

  Number of children attending nurseries in relation to 100 children aged 0-3 
years 

CSO, Statistical Yearbook 

  Number of children in nurseries and nursery wards CSO, Statistical Yearbook 
  Number of children attending nursery schools in relation to 1000 children 

aged 3-5 years (NAT) 
CSO, Statistical Yearbook 
 

  Number of places in nursery schools By the place of residents (urban/rural 
areas) 

CSO, Statistical Yearbook 

  The percentage of people employed in the part-time job in the total working 
population (NAT) 

CSO, BAEL 

  Employment rate of women aged 25-49 years (EU) Eurostat, LFS 
Priority 2. Inclusion by 
activation 

Reform of tools and instruments 
for active inclusion 

Number of social welfare beneficiares who are covered by social contracts 
(NAT) 

Registries of MPiPS 

  Number of reimbursement of contributions to mandatory social insurance for 
employers who employ the disabled (NAT) 

PFRON 

 Development of the public-social 
partnership 

Number of projects which are carried out by the public-social partnerships 
(NAT) 

Registries of MPiPS  

 Development of the social 
economy institution 

Number of Centres of Social Integration 
 

Registries of MPiPS  

  Number of people covered by activities provided by Centres of Social 
Integration (NAT) 

Registries of MPiPS  

  Number of people covered by activities provided by Centres of Social 
Integration who obtained a job (NAT) 

Registries of MPiPS  

  Number of Clubs of Social Integration (NAT) Registries of MPiPS 



 

 

  Number of social co-operatives (NAT) Registries of MPiPS 
Priority 3: Mobilisation and 
partnership 

Programming of social inclusion 
policy 

Percentage of municipalities and powiats which implemented local strategies 
counteracting social problems 

Registries of MPiPS  

  Percentage of municipalities and powiats covered by system of monitoring 
and evaluation of the proces of social integration 

Registries of MPiPS  

 Integration and development of 
social services 

Number of social worker in relation to 2000 residents of municipality (NAT) Registries of MPiPS 

  Number of employment agents working in powiat’s labour offices  (NAT) Registries of MPiPS 
  Number of employment counsellors working In powiat’s labour offices 

(NAT) 
Registries of MPiPS 

  Percentage of social workers covered by educational programme relating to 
implementation of professional standards (NAT) 

Registries of MPiPS 

 



 

 

Table 3.1.2. Social Exclusion Indicators in Finish NAP11 

Key dimension Name of the group Name of the Indicator Definition 
Economic Exclusion 
 

Relative risk of low 
income / poverty 

Number of low-income persons Persons in households below the poverty level 

  Poverty risk – relative poverty level % of population among different groups (i.e.: children, middle-aged, 
elderly, unemployed, etc.) (poverty risk is calculated on the basis of a 
household’s disposable income, the poverty risk limit being 60% of 
median income each year) 

  Individual poverty rate before income 
transfers 

- Percentage of persons living in households below the poverty level, 
based on net factor income + pensions (%) 
- Percentage of persons living in households below the poverty level, 
based on net factor income alone (%) 

  Persistent poverty - Percentage of persons below the 60% poverty level in at least three out 
of four years (%) 

 Last-resort social welfare 
benefits 

Income support - Number of persons receiving income support during the year 
- Percentage of persons receiving income support, % of the population 
(%) 
- Number of households receiving income support during the year 
- Percentage of single-parent households, % of households 
receiving income support (%) 
- Number of households receiving income support for 10 to 12  months 
of the year (%) 
- Percentage of households receiving income support for 10 to 12 
months of the year (%) 

 Indebtedness Debt recovery Persons subject to debt recovery, % of the population 

                                                 
11 Ministry of Social Affairs and Health (2006). 



 

 

Health Problems  Perceived state of health Persons assessing their state of health 
as bad or fairly bad 

Percentage of persons assessing their state of health as bad or fairly bad 

 Functional capacity of 
pensioners 

Age-adjusted persons aged 65 to 84 
with problems in their ability to move 

Percentage of persons aged 65 to 84 with problems in their ability to 
move (measured by climbing stairs) 

 Social-based health 
differences 

Life expectancy of 35-year-olds by 
social group  

(managers = 100) 

Exclusion From the 
Labour Market 
 

Unemployment Unemployment rate, % among different groups (i.e.: foreigners, young people, etc.) 

  Long-term unemployment rate Percentage of workforce unemployed for more than a year 
among different groups (i.e.: foreigners, young people, etc.) 

  Long-term unemployed jobseekers 
registered with employment office 

- Number of unemployed for over one year 
- Number of  unemployed for over two years 
 

  Unemployed jobseekers with 
disabilities 

- Number during the year 
- % of unemployed jobseekers 

  Distribution of regional employment 
rates (NUTS2 level) 

 

 Measures to promote 
employment 

Persons employed as a result of such 
measures 
 

- Number of persons employed through wage-based measures, end-of-
month average 
- Number of persons participating in labour market training, end-of-
month average 

 Non-participation in work Rate of non-participation during the 
year 

- According to Income distribution statistics (Total persons living in 
households including at least one person of working age (18 to 59) but 
with no one employed during the 
year, percentage of all persons living in households including at least 
one person of working age (excluding student households)) 
- According to Labour force survey (in an unemployed  household no 



 

 

household member has been employed during the survey week) 
Exclusion from the 
Housing Market 

Accommodation problems Households living in very 
inadequately equipped 
accommodation 

Percentage of households living in very inadequately equipped 
accommodation 

  Persons living in cramped quarters Percentage of persons living in cramped quarters 
  Households in queue for ARAVA 

rental housing 
Number of households in queue for ARAVA rental housing 

 Homelessness Homeless persons Total no. of unattached homeless persons 
  Homeless families Total no. of unattached homeless families 
Exclusion from 
Education 

Inadequate schooling Not completed comprehensive 
education 

- Number of dropouts, those receiving a leaving certificate and those 
who left without a certificate 

  Young people with deficient 
education 

Percentage of persons aged 18 to 24 who have only completed 
comprehensive education and are not in training, percentage of the age 
group 

Other Exclusion Children and young 
people threatened by 
exclusion 

Young people who have finished 
school but are not at work, in 
education, military service, non-
military service or in pension 

- Percentage of persons aged 15 to 19 who have finished school but are 
not at work, in education, military service, non-military service or in 
pension 
- Percentage of persons aged 20 to 24 who have finished school but are 
not at work, in education, military service, non-military service or in 
pension 

  Children and young people in open 
care 

- Number of children and young people in open care 
 

  Children and young people placed 
outside the home 

- Number of children and young people placed outside the home 
- Children placed outside home,% of total aged 0 to 17 
- Number of the above taken into custodial care 

  Prisoners 
 

- Average per day 
- Percentage of women 

  Violent crime - Number of cases 



 

 

- Violent crime rate per 1,000 inhabitants, of crimes reported to the 
police. 

  Youth crime 
 

- Number of persons aged 15 to 20 suspected of crimes investigated by 
police 

  Drugrelated crime - Drug-related crime rate per 1,000 inhabitants, of crimes reported to the 
police 
- Number of drugrelated crime 
- Number of women 

  Suicides - Number of persons 
- Suicides per 10,000 inhabitants (average population) 

  Alcohol - Number of alcohol-related deaths 
- Number of alcohol ailment or similar as primary cause of death 
- Number of deaths by accident or violence while intoxicated 
- Total number of deaths directly or indirectly caused by alcohol 

  Persons treated in hospital for alcohol-
related ailments 

Alcohol-related ailment as main or 
subsidiary diagnosis 

  Drugs - Number of deaths with forensic drug-related findings 
- Number of persons treated in hospital for drug-related ailments (Drug-
related ailment as main or subsidiary diagnosis: total, % woman) 

  Clients in open intoxicant care during 
the year 

- Alcohol outpatient centres ('A clinics') 
- Short-term treatment centres for young people 

 



 

 

Table 3.1.3. Tertiary Social Exclusion indicators in United Kingdom NAP 12 13 

Key 
dimension 

Name of the Indicator Source 

Low Income Persistent at-risk-of-poverty rate for children 
Number of children living in absolute low income 
Proportion of pensioners living in low income households 
The number of pensioners on relative low incomes 
Lone parent employment rate 
The employment rate of ethnic minority 
The employment rate of disabled people 
Employment rate for the age group 50 to 69 

----- 

 Relative low income rate Households Below Average Income, Department for Work and 
Pensions 

 Absolute low income rate  Households Below Average Income, Department for Work and 
Pensions. 

 Persistence of low income British Household Panel Survey 
Labour Market Long term benefit dependency LFS 
 The employment rates of disadvantaged groups LFS 
 The Employment Rate for the Most Deprived Wards  LFS 
 The proportion of people living in workless households Not updated 
Housing The percentage of households in fuel poverty English House Condition Survey and the Energy Follow-up Survey  

The Northern Ireland House Condition Survey  
Scottish House Condition Survey  

                                                 
12 DWP (2006) 
13 The tertiary indicators have been selected by the UK, so are not harmonized at the EU level. In addition to providing more timely and detailed information as outlined 
above, some of the indicators highlight areas which are strategic priorities for the UK. 



 

 

Living in Wales Survey 2004 
 Households in non decent homes English Housing Condition Survey 
 The proportion of people who have ever accessed the internet Not updated 
 The Number of People Sleeping Rough Local Authority “Housing Investment Programme” (HIP) Returns. Data 

cover England 
 Homeless families with dependent children Housing & Communities Analysis Division of the Department for 

Communities and Local Government 
Education The proportion of 16-year-olds without any GCSE or equivalent GCSE/GNVQ examination results, England; Summary of Annual 

Examination Results, 
Northern Ireland; Welsh Examinations database - Welsh Assembly 
Government 

 The proportion of S4 pupils without any Standard Grades or equivalent Scottish Executive Education Department. Data cover Scotland 
 The proportion of 16-year-olds with five GCSEs grade A* to C or 

equivalent  
Summary of Annual Examination Results, Northern Ireland; 
GCSE/GNVQ examination 
results, England; Welsh Examinations database - Welsh Assembly 
Government. 

 The proportion of S4 pupils with five Standard Grades 1 to 3 or equivalent Scottish Executive Education Department. 
 Schools achievement Key Stage 2 for literacy and numeracy - England National Curriculum end of Key Stage 2 assessment tests - Department 

for Education 
and Skills. 

 achievement Key Stage 2 for literacy and numeracy - Wales Welsh Assembly Government 
 Proportion of publicly funded primary schools in Scotland where less than 

65% of P7 pupils attained 5-14 level D or above by end of school year 
No longer available 

 The proportion of working-age people with at least a qualification at 
NVQ/SVQ level 2 qualification or equivalent 

LFS 

 The proportion of economically active adults in England with at least an 
NVQ/SVQ level 2 qualification or equivalent 

LFS 



 

 

 The educational attainment of young people leaving care Department for Education and Skills, England  
Children Looked After, Scotland 
Data collected by DHSSPS using the Outcome Indicator return (OC1, 
Northern Ireland).  
The Local Government Data Unit, Wales. 

Health The rate of conceptions for those aged under 18 Office for National Statistics; ISD Scotland, SMR01 and SMR02 
returns 

 The rate of births to mothers aged under 18 Northern Ireland Statistics and Research Agency 
 Infant mortality rates by social groups Office for National Statistics (England and Wales).  

Linked file – linking information on birth and death registrations; 
Northern Ireland Statistics and Research agency;  
GROS (General Register Office Scotland). 

 The gap in life expectancy at birth between the “fifth of local authorities 
with the worst health and deprivation indicators” and the population as a 
whole 

Office for National Statistics (life expectancy data based on population 
estimates and mortality statistics from death registrations). Data cover 
England. 

 The proportion of people with a long term limiting illness  General Household Survey. 
Northern Ireland Continuous Households Survey. 

 Adult smoking prevalence by social group Office for National Statistics 
General Household Survey, England.  
Continuous Household survey, Northern Ireland. Scottish Health 
Survey, Scotland. 

Community The proportion of people whose lives are greatly affected by fear of crime British Crime Survey;  
Northern Ireland Crime Survey;  
Scottish Crime and Victimisation Survey 
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Selected indicators of Social Exclusion in French NAP14 

• Long-term employment: years spent in employment, 

• Percentage of men and women working in stable jobs, 

• The evolution of the percentage of men and women working in stable jobs, 

• The percentage of men and women having a part time job and wishing to work more, 

• The evolution of the percentage of men and women having a part time job and wishing to work 
more, 

• Rate of access to employment for the active young who have exited the educational system for a 
period between 1 and 5 years, 

• Unemployment rate for the active young who have exited the educational system for a period 
between 1 and 5 years, 

• Percentage of people asking/looking for employment who have followed the classes of a 
professional training course during the last 12th months, 

• Rate of long-term unemployment (as ratio of the unemployed longer than 1 year from the total 
population), 

• Share of the long-term unemployed (longer than 1 year) from the unemployed in the sense intended 
by BIT (this indicator is calculated as a proportion between the number of the unemployed for a 
period longer than 12 months to the total number of unemployed), 

• The proportion of those who exist long-term unemployment in the successive cohorts of those who 
enter (long-term unemployment), 

• Percentage of young people who exist unemployment (DEFM1) before the 6th month (of 
unemployment) – annual mean, 

• Percentage of adults who exist unemployment (DEFM1) before the 12th month (of unemployment) 
– annual mean 

• Rate of the very long-term unemployed (more than 2 years) from the total number of the active 
population, 

• Maintenance of children: number of places offered by the collective structures (apart from the 
maternelles system). 

 
 
 
 
                                                 
14 UNDP - Poland (2006). 
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Selected indicators of Social Exclusion in Estonian NAP15 

• In-work poverty risk,  

• Dispersion in regional employment rates, 

• People living in jobless households in %, 

• Population with low levels of education in %, 

• Early school leavers not in education or training in %, 

• Low reading literacy performance of pupils, 

• Old age dependency ratio, 

• Theoretical pension replacement ratios, 

• Change in projected public pension expenditure, 

• Unemployment trap in %, 

• Inactivity trap in %, 

• Low-wage trap, %, 

• Net income of social assistance recipients as a % of the at-risk-of-poverty threshold, 

• Infant mortality rate, 

• Life expectancy, 

• Healthy life expectancy, 

• The proportion of the population covered by health insurance, 

• Self-reported limitations in daily activities in %, 

• Self-reported unmet need for medical examination in %, 

• Self-reported unmet need for dental care in %, 

• Acute care beds (per 100 000 inhabitants), 

• Practicing physicians or doctors (per 100 000 inhabitants), 

• Practicing nursing and midwives staff (per 100 000 inhabitants), 

• Self-perceived health in %, 

• Prevention measures: infant vaccination in %, 

                                                 
15 Ministry of Social Affairs of Estonia (2006), National Report on Strategies for Social Protection and 
Social Inclusion 2006-2008 under the Open Method of Coordination (for Estonia). 
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• Total health expenditure per capita, 

• Sources of health care financing in %, 

• Social protection expenditure. 

 
Selected SE indicators in Portuguese NAP16 

Poverty and Deprivation (Source: ECHP, SILC, Eurostat): 

• Risk of monetary poverty (total, female, male, children and elderly) (EU)17, 

• Risk of persistent monetary poverty (total, female, male) (EU), 

• Risk of monetary poverty before social transfer, female, male) (EU), 

• Risk of regional monetary poverty (NUTS II) (NAT), 

• Risk of deprivation (total, family typology) (NAT), 

• Risk of consistency Income (NAT), 

• Weight of non-monetary income in families, total income, 

• Rate of low salaried workers (NAT), 

• Inequality in the distribution of income - S80/S20, 

• Index de Gini (EU), 

• Salary Disparity between genders (EU). 

 
Social Expense: 

• Total expense in social protection (EU), 

• Total expense in pensions (EU). 

 
Macro-economic: 

• GDP per capita in PPC; GDP Real Growth Tax (EU), 

• Work productivity by people occupied, work productivity of the work done an hour (EU). 

 

                                                 
16 ANED (2008), National Report on Strategies for Social Protection and Social Inclusion Portugal 2006-
2008, A New Integrated Strategy on Social Policies, University of Leeds. 
 
17 EU - commonly agreed EU indicator, NAT - commonly agreed national indicator 
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Employment/Unemployment: 

• Employment rate 15-64 years (total, female, male) (EU), 

• Employment rate of the 55 to 64 year old workers (total, female, male) (EU), 

• Population in aggregate families unemployed 18-59 years old (EU), 

• Long term unemployment (total, female, male) (EU), 

• Regional Cohesion – dispersion of the regional employment rates NUTS II (total, female, male) 
(EU). 

 

Education/Qualification: 

• Percentage of workers working for others with low qualifications (EU), 

• Percentage of the population 25-64 years old that participate in education and training throughout 
the four weeks before the enquiry (EU), 

• Percentage of the population 25-64 years com with schooling below Secondary School (NAT), 

• Percentage of the population 18-24 years com with schooling below Secondary School and does not 
study (EU). 

 

Housing: 

• Growth rate of Homes  (NAT), 

• Percentage of occupied homes by the owner with common residence in the total of occupied homes  
(NAT), 

• Percentage of homes uninhabited (NAT), 

• Percentage of homes that need great repairs (NAT), 

• Percentage of private domestic aggregates that have the minimum housing (electricity, piped water, 
sewage, sanitary installations) (NAT). 

 

Demography/Health: 

• Average life expectancy at birth  (NAT), 

• Infant mortality rate  (NAT), 

• Synthetic index of fecundity  (NAT), 

• Fecundity rate of the 15-19 year old, 
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• Number of doctors for each 1000 inhabitants  (NAT), 

• Births following the location and aid  (NAT), 

• Percentage of Drug addicts in the ensemble of cases diagnosed with AIDS  (NAT), 

• AIDS incidence rate  (NAT), 

• Deaths related to drug use  (NAT). 

 
Social inclusion indicators in Italian NAP18 

Economic Poverty: 

• Risk of poverty rate, 

• Persistence of risk of poverty, 

• Severity of risk of poverty, 

• Dispersion of risk of poverty, 

• Risk of Poverty with fixed poverty threshold, 

• Absolute risk of poverty, 

• Risk of poverty before social transfers, 

• Perceived poverty. 

 
Mostly relative risks of poverty calculated on EHP data and national longitudinal data. Indicators are 

calculated on country level in different splits (by age, employment etc). Subjective measures of perceived 
poverty are also included. 

 
Participation in Employment and Social Exclusion: 

• General labour market conditions, 

• Long-term unemployment, 

• Jobless households, 

• Risk of poverty of the employed, 

• Risk of poverty and household participation in the labour market. 

Basic labour market indicators calculated with LFS data and risk of poverty based on EHP data. 
Individual characteristics split. 
 
                                                 
18 UNDP - Poland (2006). 
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Economic Inequality: 

• Income inequality – Relationship between top and bottom quintiles, 

• Income distribution inequality – Gini coefficient, 

• Horizontal inequality. 

Relative measures calculated with EHP data. 
 
Living Conditions: 

• Material hardship – Housing, 

• Material hardship – Commodities, 

• Living conditions – Area of residence, 

• Access to services. 

Housing and living conditions based on Household Survey data. Declared access to various 

services based on survey longitudinal results. 

 
Education and Training: 

• Young people with low educational attainment, 

• Adults with low educational attainment, 

• Early school-leavers, 

• Lifelong training. 

Measures related to labour market and schooling behaviour (drop-outs, early school leavers etc.) Ministry of 

Education and LFS data. 

 
Poverty and Social Exclusion of Minors: 

• Minors (under 18), 

• Poverty of minors – risk (before and after social transfers), persistence and severity of poverty, 

• Minors in jobless households, 

• Hardship of minors. 

Poverty of children and youth – calculated with EHP and HBS as well as LFS data. 
State of Health and Social Exclusion: 
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• Life expectancy, 

• Perceived state of health and economic condition, 

• Multi-chronic persons, 

• Disabled persons. 

Subjective indicators form EHP and objective from national health statistics. 

 
Social Participation: 

• Socially isolated persons, 

• Social, cultural and political participation, 

• Social and family support networks. 

Subjective measures from survey data (Multipurpose Survey of Households). 

 

 

3.2. National systems of social indicators 

In some EU members countries systems of social indicators are constructed by the research centres. Their 
propositions of indicators may be used for building the system of poverty and deprivation indicators at 
regional and local levels. The examples of these systems are the German System of Social Indicators 
(GESIS) and system of indicators used to construct Index of Multiple Deprivation for local government in the 
UK19. 

 
The German System of Social Indicators 

The GESIS is a project aimed at monitoring broadly conceived living conditions of German citizens 
(GESIS-ZUMA, 2007)20. It is conducted by the Centre for Survey Research and Methodology in Mannheim 
(Zentrum für Umfragen, Methoden und Analysen - ZUMA). The study has been launched in 1950 for 
Western Germany and, starting from 1991, captures the whole Federal Republic. All indicators are also 
displayed separately for western and eastern lands. Recently about 400 indicators are available. Out of this 
number, 89 indicators have been selected as core ones and are being published. They are taken from the 
following 14 life domains: 

• Population, 
                                                 
19 See also system of poverty and social exclusion indicators worked out for the United Kingdom by Joseph 
Rowntree Foundation (http://www.jrf.org.uk). 
20 See also Social Indicators Research Centre website: 
http://www.gesis.org/en/services/data/social-indicators/the-german-system-of-social-indicators/ 
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• Socio-economic status and subjective class identification,  

• The labour market and working conditions, 

• Income and income distribution, 

• Consumption and supply, 

• Transportation, 

• Housing, 

• Health, 

• Education, 

• Participation,  

• The environment, 

• Public safety and crime, 

• Leisure and media consumption, 

• Global welfare measures. 

Five of the above-mentioned domains interact with monetary and non-monetary poverty or deprivation, 
therefore they are presented below in more details by listing all sub-indicators. 
1. The labour market and working conditions: 

• Adjusted labour force participation rate, 

• Part-time employment rate, 

• Occupational qualification of persons in gainful employment, 

• Share of gainfully employed persons working in the tertiary sector, 

• Employees subject to social insurance contribution as a percentage of all, 

• Gainfully employed persons, 

• Unemployment rate, 

• Positive subjective assessment of labour-market opportunities: employees, 

• Rate of long-term unemployment, 

• Average working week (according to collective agreements), 

• Index of real wages, 

• General job satisfaction. 
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2. Income and Income Distribution: 

• Per Capita Net National Income in Constant Prices (in Euro), 

• Ratio of Household Incomes in the Old and New Federal States, 

• Concentration of Net Income (Gini index), 

• Relative Poverty Rate (Poverty Line at 50% of Mean Income), 

• Satisfaction With One’s Household Income. 

 
3. Consumption and Supply: 

• Private Per Capita Consumption in Constant Prices, 

• Costs of Welfare Expenditures, 

• Rate of Savings of Private Households, 

• Satisfaction With One’s Own Standard of Living. 

 
4. Housing: 

• Residential Space per Person, 

• Housing Without Standard Amenities, 

• Average Rental Burden, 

• Households Owning Their Own Housing, 

• Satisfaction With One’s Housing Conditions. 

 
5. Health: 

• Life Expectancy at Birth, 

• Perinatal Mortality Rate per 1,000 Births, 

• Persons With a Permanent Disability or Illness as a Percentage of the Total Population, 

• Index of Subjective Evaluation of Personal Health, 

• Number of Physicians per 100,000 Inhabitants, 

• Health Care Expenditures as a Percentage of the GDP, 

• Utilisation of Early Cancer Diagnosis Examinations, 
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• Daily Alcohol Consumption, 

• Percentage of Smokers, 

• Percentage of Overweight Persons. 

 
The following data sources are being used: published data (statistical yearbooks, reports of the ministries), 

own welfare survey, German Socio-Economic Panel, Income and Consumption Survey, some other specialist 

surveys. 

 

The British Household Panel Survey (BHPS) 

 
The British Household Panel Survey (BHPS) has been started in 1991. BHPS is a multi-purpose annual 

panel study intended to capture changes in broadly conceived well-being of British citizens (and the UK 
citizens, since 2001, i. e. 11th wave)21. Starting from 2008, the BHPS has been incorporated into  
Understanding Society: the UK Household Longitudinal Study22. Being a component of the European 
Community Household Panel in the past, it is based on the same methodological principles. Except being a 
source of the data, the BHPS is also utilised to identify, model and forecast changes in well-being, their 
causes and consequences in relation to a range of socio-economic variables. Particularly, the BHPS provides 
information on household organisation, employment, accommodation, tenancy, income and wealth, housing, 
health, socio-economic values, residential mobility, marital and relationship history, social support, and 
individual and household demographics. 

The BHPS is conducted by the ESRC UK Longitudinal Studies Centre, together with the Institute for 
Social and Economic Research at the University of Essex. The data are being collected by GfK NOP (a 
market research agency), Office for National Statistics and Northern Ireland Statistics and Research Agency. 
The main sponsor of the study is the Economic and Social Research Council. 

The wave 1 consisted of approximately 5,500 households and 10,300 adult individuals drawn from 250 
areas of Great Britain. Additional samples of 1,500 households from Scotland and Wales were added to the 
main sample in 1999. It permitted independent analyses of these two countries and facilitated analysis 
compared to England. In 2001 a sample of 2,000 households was added in Northern Ireland to increase the 
representativity of the whole of the UK. Therefore, the BHPS data are made up of five subsamples:  

• Original BHPS from 1991 till recently comprising approximately 5,500 households 

                                                 
21 BHPS Study Description: 
http://www.esds.ac.uk/findingData/snDescription.asp?sn=5151 
See also: The BHPS User Documentation and Questionnaires 

http://www.iser.essex.ac.uk/survey/bhps/documentation 
Understanding Society : 
http://www.understandingsociety.org.uk/ 
22 The UK-wide study taking a sample of 40,000 households, aimed at measuring various aspects of life. 

http://www.iser.essex.ac.uk/ulsc/bhps/doc/vola/smfa.php#sampdes
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• Former European Community Household Panel survey low-income sub-sample from 1997 to 2001 
(Waves 7 to 11) comprising approximately 1,000 households 

• Welsh extension from 1999 (Wave 9) comprising approximately 1500 households 

• Scottish extension from 1999 (Wave 9); comprising approximately 1500 households 

• Northern Ireland extension from 2001 (Wave 11) comprising approximately 1900 households 

Altogether it makes approximately 10 000 HH. All members of the household aged 16 or over are 
interviewed. In addition children aged 11 – 15 complete a self-completion questionnaire – the Youth 
Questionnaire introduced in 1994. Recently data of 17 Waves (ending at the beginning of 2008) are available. 

BHPS provides extensive support to the users. Three BHPS samplers have been added to the Teaching 
Datasets section of the ESDS Nesstar Catalogue23. The registered users have access to the BHPS datasets via 
the instant download service or can analyse, visualise, subset and download teaching datasets from BHPS via 
the online Nesstar software tool.  

The core questionnaire covers a broad range of social science and policy interests 
including:  

• household composition  

• housing conditions  

• residential mobility  

• education and training  

• health and the usage of health services  

• labour market behaviour  

• socio-economic values  

• income from employment, benefits and pensions 

 
There is also a variable component containing supplementary questions, asked less frequently than 

annually, new questions engendered by changing policy and research issues, and questions to elicit 
retrospective data on panel members' life histories before the first interview. These have included a lifetime 
history of marriage, cohabitation and fertility; lifetime job history; questions on wealth and assets, additional 
health measures, ageing, retirement and quality of life, children and parenting, neighbourhood and social 
networks. 
 
 

                                                 
23 The Economic and Social Data Service (ESDS) is a national data service providing access and support for 
key economic and social data. ESDS provides an integrated service offering enhanced support for the 
secondary use of data across the research, learning and teaching communities. 

http://www.iser.essex.ac.uk/ulsc/bhps/doc/vola/intra.php#echpsamp
http://www.iser.essex.ac.uk/ulsc/bhps/doc/vola/intra.php#scotland
http://www.iser.essex.ac.uk/ulsc/bhps/doc/vola/intra.php#scotland
http://www.iser.essex.ac.uk/ulsc/bhps/doc/vola/intra.php#ireland
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Measures of poverty and social exclusion in France for regional governments 

A very good example of collecting and promoting regional data on poverty and social exclusion is 
provided by the local authorities in the region of ILE-de France. The Information Mission on Poverty and 
Social Exclusion (La Mission d’Information sur la Pauverte et l’Exclusion Sociale en Ile-de-France) issued 
9th edition of the report covering both the results of the statistical surveys and the administration data on 
poverty and social exclusion in the region, completed by analytical and methodological comments. The 
publication  (MIPES, 2008) is also accessible in the internet24.The publication includes a wide scope of data, 
among others on: 

• household incomes (Median, D1,D9, D9/D1), 

• monetary poverty (poverty indicator by age, type of household), 

• dwelling conditions (housing resources, unfavorable housing conditions causing a threat to human 
health, beneficiaries of various forms of assistance, eviction procedures) 

• various forms of social assistance, among others granted to people gaining the minimum income 
ensured (RMI - Revenu Minimum d’Insertion), 

• health (types of insurance, incidence of selected diseases such as tuberculosis), 

• access to the labour market (unemployment duration, sociodemographic traits of job seekers, forms of 
vocational activation), 

• education (pupils/students at different levels of education, including special education, learning 
difficulties), 

• early social intervention (placement in hostels etc.). 

 
Detailed statistics can be accessed on the Missions website:www.mipes.org. 

 
Measures of deprivation in the United Kingdom for local governments 

Measures of poverty and deprivation at a small-area level in the United Kingdom have the longest 
tradition in Europe. They have been developed since early 1970s. The calculations of the appropriate indices 
for England and comparable indices for Northern Ireland, Wales, and Scotland have been supported by local 
authorities (Department of Social Policy..., 2003; Disadvantage Research Centre; 2007; Northern Ireland..., 

                                                 
24  Among others at: 
 http://www.ile-de france.pref.gouv.fr/mipes/documents/Mipess_donnees_31_12_2007.pdf 
 
 

http://www.mipes.org/
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2006; Statistical Directorate..., 2008)25. Those studies represent the highest advancement both in terms of 
scope of measures of deprivation and of disaggregation of national measures.  

Multiple deprivation is defined as an aggregate measure of discrete dimensions or ‘domains’ of 
deprivation. Recently, similar indices of deprivation are published for all four constituent countries of the 
United Kingdom. They are estimated independently, however their construction is based on common 
principles. All country indices include the following domains: 

1. Income deprivation, 

2. Employment deprivation, 

3. Health deprivation and disability, 

4. Education, skills and training deprivation, 

5. Access to services. 

 
Moreover, the following domains are included into selected country studies: 

6. Housing deprivation: England, Ireland, Wales, 

7. Living environment deprivation: Ireland, Wales, 

8. Crime: Ireland, England. 

 
Usually, particular dimension of deprivation is not measured directly. This is true also for income 

deprivation. There is no income variable, therefore the proportion of monetary poor is measured through 
counts of people receiving various types of social support. When it is not possible to obtain number of the 
people at particular deprivation (as in the case of health and disability deprivation), factor analysis is 
employed to produce a single score. Below there are listed individual indicators for five domains that are 
common for all constituent countries and for housing which seems to be very important domain of 
deprivation. They are taken from the English study and indicators may vary in details between constituent 
countries. 
 
1. Income deprivation: 

• Adults and children in Income Support households, 

                                                 
25 See also:  

http://www.communities.gov.uk/publications/communities/indicesdeprivation07 

http://www.nisra.gov.uk/aboutus/default.asp2.htm 

http://www.scotland.gov.uk/Publications/2003/02/16377/18195 

http://www.childreninwales.org.uk/policy/documents/statistics/10018.html 
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• Adults and children in Income Based Job Seekers Allowance households,  

• Adults and children in Working Families Tax Credit households whose equivalent income (excluding 
housing benefits) is below 60% of median before housing costs, 

• Adults and children in Disabled Person's Tax Credit households whose equivalent income (excluding 
housing benefits) is below 60% of median before housing costs, 

• National Asylum Support Service supported asylum seekers in England in receipt of subsistence only 
and accommodation support 

 

2. Employment deprivation: 

• Unemployment claimant count of women aged 18-59 and men aged 18-64 averaged over 4 quarters, 

• Incapacity Benefit claimants women aged 18-59 and men aged 18-64, 

• Severe Disablement Allowance claimants women aged 18-59 and men aged 18-64, 

• Participants in New Deal for the 18-24s who are not included in the claimant count, 

• Participants in New Deal for 25+ who are not included in the claimant count, 

• Participants in New Deal for Lone Parents aged 18 and over. 

 

3. Health deprivation and disability: 

• Years of Potential Life Lost, 

• Comparative Illness and Disability Ratio, 

• Measures of emergency admissions to hospital, 

• Adults under 60 suffering from mood or anxiety disorders. 

 

4. Education, skills and training deprivation: 

• Average points score of children at Key Stage 2, 

• Average points score of children at Key Stage 3, 

• Average points score of children at Key Stage 4, 

• Proportion of young people not staying on in school or school level education above 16, 

• Proportion of those aged under 21 not entering Higher Education, 

• Secondary school absence rate, 



92                                        Chapter 3. Poverty and inequality measures for Regional and Local Governments 
 

 

• Proportions of working age adults (aged 25-54) in the area with no or low qualifications. 

 

 

5. Access to services: 

• Road distance to GP premises, 

• Road distance to a supermarket or convenience store, 

• Road distance to a primary school, 

• Road distance to a Post Office. 

 

6. Housing deprivation: 

• Household overcrowding, 

• percentage of households for whom a decision on their application for assistance under the homeless 
provisions of housing legislation has been made, 

• Difficulty of Access to owner-occupation. 

 
Aggregation of sub-indices into single Multiple Deprivation Measure is achieved by means of the 

arbitrary weights (that may vary between countries, even for common domains). The highest weights are 
attached to income and employment. Moreover, the domains with the most statistically robust indicators 
receive greater weights. 

Indices of multiple deprivation are calculated up to the levels that are equivalent to NUTS5. For England, 
Scotland and Northern Ireland the estimates are produced for wards26, for Wales Lower Layer Super Output 
Areas (SOAs)27. The presented studies are based mainly on administrative registers and the census data. In 
some studies information from surveys (for instance, Northern Ireland House Conditions Survey or Scottish 
Local Labour Force Surveys) is occasionally used as a source of supplementary information. Therefore, 
generally survey data is not imputed into large datasets for construction of deprivation maps. However, some 
statistical problems arise in the case of some small wards, i. e. in calculation of rates when denominators are 
small and indicators are likely to be misestimated. In such a case ‘shrunken’ estimates of ward proportions 
are used. For a particular ward they are estimated as weighted combinations of data from that ward and data 
from other neighbouring or similar wards (e.g. all others in the same district). The ‘similar set’ of wards may 

                                                 
26 Ward is an electoral district. As of 2004 there are 10,661 electoral wards (including Welsh and Wight 
electoral divisions) in the UK, with an average population of 5,500. 
27 There are 1,896 Lower Layer SOAs in Wales each having about 1,500 people. The advantages of the 
Lower Layer SOAs over the electoral divisions (which were used for the 2000 Index) is that they are more 
stable and they are roughly equal in size: there are big variations in the size of electoral divisions and regular 
boundary changes. 
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be defined by means of the national mean, the local authority district mean, the means of areas of similar 
characteristics or the mean of adjacent wards. 

Except for mapping deprivation the indices can be used for: 

• giving an overall deprivation score for each region, 

• giving scores for separate deprivation domains for each region, 

• comparing the deprivation scores for two or more region, 

• ranking the scores for the regions. 

 
The most recent poverty maps were produced for the years: 2003 (Scotland), 2005 (Northern England) 

2007 (England) and 2008 (Wales). The estimates for England and Scotland were developed by the teams 
from Department of Social Policy and Social Work of the University of Oxford. Those for Northern Ireland 
and Wales were created by national statistical agencies (respectively, Northern Ireland Statistics and 
Research Agency and Statistical Directorate and the Local Government Data Unit of the Welsh Assembly 
Government). 
 

3.3. Dimensions of poverty indicators  

The departure point to construct system of poverty indicators is to identify the underlying dimensions 
(and sub-dimensions) of these phenomena and to group indicators accordingly. Particular indicators are 
treated as symptoms of poverty in the distinguished dimensions. Grouping indicators into these dimension 
may by carried out on the basis of heuristic methods (brain storming, delphi method) or statistical methods 
(taxonomic methods, factor analysis).  

The Laeken indicators may be divided into four main dimension: 

• Economic poverty, 

• Labour market, 

• Health, 

• Education. 

The indicators used for monitoring National Action Plans as well as systems of indicators employed in 
UE countries are usually also grouped into different poverty and social exclusion areas (see: Sections 3.1. and 
3.2.).  

Grouping of indicators into poverty dimensions was also employed by researchers of these phenomena. 
Whelan at al., (2001) proposed to group indicators into five dimensions of non-monetary deprivation, 
through a factor analysis as follows: 

 
1. Basic non-monetary deprivation – these concern the lack of ability to afford most basic requirements: 

• Keeping the home (household’s principal accommodation) adequately warm, 
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• Paying for a week’s annual holiday away from home, 

• Replacing any worn-out furniture, 

• Buying new, rather than second hand clothes, 

• Eating meat chicken or fish every second day, if the household wanted to, 

• Having friends or family for a drink or meal at least once a month, 

• Inability to meet payment of scheduled mortgage payments, utility bills or hire purchase instalments. 

 
2. Secondary non-monetary deprivation – these concern enforced lack of widely desired possessions 
("enforced" means that the lack of possession is because of lack of resources): 

• A car or van, 

• A colour TV, 

• A video recorder, 

• A micro wave, 

• A dishwasher. 

• A telephone. 

 
3. Lacking housing facilities – these concern the absence of basic housing facilities (so basic that one can 
presume all households would wish to have them): 

• A bath or shower, 

• An indoor flushing toilet, 

• Hot running water. 

 
4. Housing deterioration – these concern serious problems with accommodation: 

• Leaky roof. 

• Damp walls, floors, foundation etc., 

• Rot in window frames or floors. 

 
5. Environmental problems – these concern problems with the neighbourhood and the environment: 

• Shortage of space, 

• Noise from neighbours or outside, 

• Dwelling too dark/not enough light. 

• Pollution, grime or other environmental problems caused by traffic or industry, 

• Vandalism or crime in the area. 
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The indicators within each dimension can be aggregated into group indexes and finally into a single 

synthetic index of the non-monetary deprivation.  
 
Other example of identifying the dimensions of poverty and social exclusion was presented by Czapiński 

and Panek (UNDP-Poland, 2006). Poverty and social exclusion has been measured using two approaches: 
objective and subjective. Indicators of poverty and social exclusion in the objective approach were divided 
into two main dimensions, i.e. exclusion from the labour market and exclusion from the goods and services 
market. Within particular dimensions sub-dimensions were distinguished. Sub-dimensions of exclusion from 
the labour market were created mainly with regards to groups of excluded persons, and in the area of 
exclusion from goods and services market with regards to types of goods and services. 
 
The following sub-dimensions and indicators were selected: 

1. Exclusion from the labour market 

1.1. Unemployment: 

• Unemployment rate, 

• Long-term unemployment rate, 

• Long-term unemployment intensity, 

• Very long-term unemployment rate, 

• Intensity of persons living-in non-working households, 

• Intensity of persons with short tenure, 

• Flow from unemployment to employment, 

• Flow from unemployment to economic inactivity, 

• Intensity of part-time employment. 

 
1.2. Occupational inactivity: 

• Occupational activity. 

 
1.3. Exclusion due to discrimination: 

• Intensity of unemployment among single mothers, 

• Intensity of women seeking work. 
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1.4. Exclusion due to low-level education or lack of professional experience: 

• Intensity of non-workers among new alumni, 

• Intensity of non-workers among older alumni, 

• Intensity of non-workers with low education level, 

• Intensity of unemployment among persons with low education level, 

• Flow from unemployment to employment of persons with low educational attainment, 

• Flow from unemployment to inactivity of persons with low educational attainment. 

 
1.5. Exclusion due to disability: 

• Intensity of unemployment among the disabled. 

 

2. Exclusion from the goods and services market-partial indicators 

2.1. Financial poverty: 

• Relative poverty rate, 

• Absolute poverty rate, 

• Relative poverty gap, 

• Absolute poverty gap. 

 
2.2. Material poverty (concerns the lack of ability to afford due to financial reasons): 

• Intensity of lack of refrigerator, 

• Intensity of lack of cooker, 

• Intensity of lack of automatic washing machine. 

 

2.3. Deficit in apartment equipment: 

• Intensity of lack of WC facilities, 

• Intensity of lack of bathroom, 

• Intensity of lack of running water, 

• Intensity of lack of central heating. 
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2.4. Deficit in access to health services (due to financial reasons): 

• Intensity of resignation from dental treatment, 

• Intensity of resignation from medical visits, 

• Intensity of resignation from medical examinations, 

• Intensity of resignation from rehabilitation treatments. 

 
2.5. Deficit in access to leisure and cultural services (due to financial reasons): 

• Intensity of resignation from travelling among adults, 

• Intensity of resignation from travelling among children, 

• Intensity of resignation from theatre, opera, operetta, 

• Intensity of resignation from buying a book, 

• Intensity of resignation from buying press (newspapers, magazines). 

 
2.6. Deficit in access to communication and social communication services: 

• Intensity of households lacking a telephone land line, 

• Intensity of households lacking a mobile phone, 

• Intensity of households lacking a computer, 

• Intensity of households lacking an Internet connection, 

• Intensity of households lacking a car. 

 
In the subjective approach the following three main dimensions and indicators were identified: 

1. Subjective (perceived) material exclusion: 

• Assessment of the wealth-related living standard, 

• Satisfaction with the financial status of the family, 

• Satisfaction with the current family income, 

• Satisfaction with the housing conditions, 

• Satisfaction with the level of accessible goods and services. 
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2. Subjective (perceived) social exclusion: 

• Number of friends, 

• Feeling of being loved and trusted, 

• Feeling of loneliness, 

• Feeling of being discriminated for any reason. 

 
3. Psychological ill-being: 

• Whole life assessment, 

• Feeling of happiness, 

• Suicidal tendencies, 

• Will to live, 

• Mental depression. 

 

In both approaches indicators (symptoms of exclusion) were later aggregated in sub-groups, groups and in 
synthetic indicators. 
 

3.4. Strategy for defining regional and local indicators 

According to Nomenclature of Territorial Units for Statistics, worked out by Eurostat, regional level 
covers NUTS1, NUTS2 and NUTS3 (small, medium and large territorial units), while local level 
(subregional) concerns NUTS4 and NUTS5 (Eurostat, 2004a). The definition and choice of appropriate units 
to serve as ‘regions’ an ‘subregions’ (local units) for the construction of poverty and related indicators is a 
fundamental issue which should be considered in our context.  

We can consider three classes of relevant units:  

• Units based on administrative or political criteria, specifically NUTS regions, 

• Units defined in terms of the urban-rural classification. The classification often has to be more 
elaborate than a simple dichotomy28, 

• Geographical units based on or defined according to some functional criteria29.  

                                                 
28 For example, in Poland three types of NUTS 5 (gminas) are distinguished: urban, rural and urban-rural. 
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The other fundamental aspect in the definition and building of indicators at regional and local levels is 
related to the available data. The construction of indicators at these levels is necessarily a compromise 
between the theoretical definition and the empirically possible.  The strategy recommended for the 
construction of such indicators has four fundamental aspects: 

• making the best use of available sample survey data at national level, which usually do not readily 
provide accurate regional level estimates, but contain detailed income and other poverty related data 
which may be useful for regional and local estimates, 

• exploiting to the maximum existing regional (‘meso’) data sources, which cover main economic and 
social variables – for the purpose of constructing regional indicators and for estimation of indicator at 
local level, 

• using information collected at local level, which comes from local databases, registers (‘administrative 
data’) and sample surveys at local level, 

• and using all the mentioned sources of data in combination to produce more precise estimates for 
regions and local units using appropriate small area estimation (SAE) techniques. 

 
Choice of units 

The first issue in developing regional and local indicators concerns the choice of the type of units to serve 
as “regions” and “subregions”. For a number of substantive and practical reasons, we consider geographical-
administrative regions and administrative local units, specifically NUTS regions and subregions (and LAUs) 
at various level of classification, as the most appropriate choice for EU countries. The reasons for this choice 
include the following. NUTS regions and subregions are the most commonly used units for the formulation 
and implementation of social policy: the units are well-defined and identifiable, and are already widely 
accepted and used by different users and producers of statistical information. Despite the fact that NUTS 
units are not defined in exactly the same way in different countries and can differ greatly in size and 
homogeneity, this territorial system of classification provides a common framework which enhances 
comparability of the resulting statistical information. Inter-country, EU-wide research also benefits from the 
use of units based on the same system of classification. The classification covers each country exhaustively, 
providing a hierarchical set of units for which data can be linked across different levels. A lot of information 
already exists for this type of units from many different sources. Above all, data availability for the purpose 
of constructing the required indicators is the major reason for the choice of NUTS regions and subregions for 
the purpose. 

This by no means precludes the above being supplemented by other dimensions. For instance, it is 
possible to consider ‘functional regions and local units’, such as regions and subregions defined in terms of 
the labour market, production, trade or other economic indicators, or in terms of density and other 
characteristics of the population distribution (e.g., urban-rural distinction). Alternatively, may be 

                                                                                                                                                    
29 Examples are Labour Market Regions - such as Sistema Economico Locale (SEL) in Tuscany, which are 
largely but not entirely confined to be within Provinces (NUTS3 regions), but may not take account of 
administrative divisions below that level. 
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disaggregated according to population subgroups, i.e., groups identified by characteristics of individual 
households and persons: children, elderly persons, national minorities, immigrants, etc. Indeed, the analysis 
can refer to different types of indicator disaggregation simultaneously. For instance, NUTS at a sufficiently 
low level can be classified according to whether their character is primarily urban or primarily rural. In fact, 
indicators can be constructed for geographical-administrative units precisely for the purpose of such 
classification. Furthermore, NUTS-based indicators can be enriched by subpopulation analysis to the extent 
the available data permit their further disaggregation.  
 
The available data  

Poverty indicators may be derived from diverse data sources. Data may come from sample surveys at 
national level, meso databases at regional level, local databases, registers and sample surveys conducted at 
regional and local levels. 

 
Sample surveys 

The complexity of the information on which indicators of poverty and deprivation are based (such as 
detailed income distribution of households and persons in the population) causes that most of them have to be 
obtained from intensive surveys such as EU-SILC, LFS, HBS, LIS or ECHP.  

 
The EU Statistics on Income and Living Conditions (EU-SILC) 

The EU-SILC replaced the European Community Households Panel (ECHP) carried out over 1994-2001 
(Guio, 2005). EU-SILC organisation and methodology is governed by the European Parliament’s and 
European Council’s regulation No. 1177/2003 of June 16, 2003 (with amendments included in regulation No. 
1553/2005) concerning Community Statistics on Income and Living Conditions (EU-SILC) along with 
regulations of the European Commission corresponding to that legal act. 

The EU-SILC was launched under a gentleman's agreement with six EU-15 countries plus Norway in 
2003 and re-launched under a Regulation with twelve EU-15 countries  (Belgium, Denmark, Greece, Spain, 
France, Ireland, Italy, Luxembourg, Austria, Portugal, Finland and Sweden) and in Estonia, Norway and 
Iceland in 2004. In 2005 the rest of the EU-25 countries joined the EU-SILC. Bulgaria, Romania, Turkey and 
Switzerland have launched SILC in 2006. 

The set of mandatory EU-SILC variables covers the basic information on the demographic traits 
respondents, their involvement in the education process, the evaluation of health status, selected data on 
deprivation of basic necessities, data on housing conditions, detailed information on activity in economic life, 
and above all, an extensive range of information on the level and sources of income (Eurostat, 2007)30. 
Information on social exclusion and housing conditions are obtained for households. Education and health 
data are collected for persons aged 16 and over. 

The EU-SILC survey provides data for monitoring poverty and social exclusion, collected in a uniform 
and standarized manner, at national and regional levels, namely: 
                                                 
30 Additional information on EU-SILC can be found at: 
http://forum.europa.eu.int/Public/irc/dsis/eusilc/library 
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- cross-secional data pertaining to a given time or a certain time period,  

- longitudinal data pertaining to individual level changes over time, observed over a four year period. 

It allows to combine of data from local databases and registers with information gained from the 
individuals and households levels, obtained from representative panel household surveys. 

As a rule Eurostat presents EU-SILC results both at the EU level and at the level of individual countries 
(available on-line on Eurostat website). For the scientific purposes it is possible to use the anonymous 
individual data files.  

The generally accessible EU_SILC Eurostat’s database contains among others:  

• Predefined tables (relate to: inequality of income distribution, at-risk-of-poverty rates), 

• Multi-dimensional tables (relate to: income distribution, monetary poverty, non-monetary poverty and 
social exclusion).  

The main indicators are monetary indicators used in the context of the Open Method of Coordination 
(OMC) on social inclusion and social protection. They are divided into: overarching indicators, social 
inclusion indicators, pensions indicators. Of these OMC indicators included as multidimensional tables on 
the Eurostat website, some are extremely visible as they are used for the social cohesion domain of the 
Structural Indicators while others are Sustainable Development Indicators. 

In recognition of the need to increase the analysis of households’ material condition differentiation in EU 
and having in mind the multidimensional nature of poverty, Eurostat, together with the Indicators Sub-Group 
(ISG), work on compiling the commonly agreed list of material deprivation indicators. On the basis of the 
EU-SILC 2006 results the list ‘of candidates’ indicators’ was suggested, covering the three main domains: 
economic strain, durables and housing (European Commission, 2008c and 2008f): 
 
1. Economic strain: 

• Afford paying for a week’s annual holiday away from home, 

• Afford to keep home adequately warm, 

• To pay as scheduled rent or mortgage, 

• To pay as schedules utility bills, 

• To pays as schedule hire purchase instalments, 

• Afford a meal with meat, chicken or fish every second day if wanted, 

• Capacity to face unexpected expenses. 

2. Durables: 

• Enforced lack of a colour T, 

• Enforced lack of a telephone, 

• Enforced lack of a car or van for private use, 
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• Enforced lack of washing machine. 

3. Housing: 

• Bath or shower, 

• Indoor flushing toilet, 

• Accomodation too dark, 

• Leaky roof/rot in window frames or floors/ damp walls, floors, foundations. 

• EU-SILC determines also to carry out module studies focused on issues of special interest to European 
Union. The following module surveys were conducted EU-SILC in the previous years: 

• 2005 - Intergenerational transmission of poverty (Regulation (EC) N° 16/2004), 

• 2006 - Social participation (Regulation (EC) N° 13/2005), 

• 2007 - Housing conditions (Regulation (EC) N° 315/2006),  

• Over-indebtedness and financial exclusion  (Regulation (EC) N° 215/2007), 

• 2009 - Material deprivation (Regulation (EC) N° 362/2008). 

Particularly useful to find indicators to extend the common set of Laeken non-monetary indicators, has 
module devoted to material deprivation which will be included in EU-SILC survey in 2009. This is in 
relation to the ISG intensions to develop indicators in the 3 priority domains:’ economic strain and durables’, 
‘housing and environment’ and ‘child deprivation’. 

The list of variables on material deprivation is as follows (European Commission, 2008c and Council 
Regulation (EC), 2008): 

 
1. Household items asked at household level 

1.1. Housing items: 

• Place to live with hot running water, 

• Expectation of household to change dwelling, 

• Main reason for the expectation to change dwelling, 

• Shortage of space in dwelling, 

• Size of dwelling in square meters (optional). 

1.2. Environment items: 

• Littering around in the neighbourhood, 

• Damaged public amenities (bus stop, lamp posts, pavements, etc.) in the neighbourhood, 

• Accessibility of public transport, 

http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2004:004:0003:0006:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2005:005:0005:0009:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2006:052:0016:0021:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2007:062:0008:0015:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:112:0001:0011:EN:PDF
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• Accessibility of postal or banking services. 

1.3. Financial stress: 

• Replacing worn out furniture. 

1.4. Durables: 

• Internet connection. 

2. Items asked at individual level 

2.1. Durables: 

• Mobile phone. 

2.2. Basic needs: 

• Replace worn out clothes by some new (not second –hand) ones, 

• Two pairs of properly –fitting shoes (including a pair of all-weather shoes). 

2.3. Unmet needs:  

• Number of visits to GP’s and specialists, excluding dentists and ophthalmologists. 

2.4. Leisure and social activities: 

• Get together with friends/family(relatives) for a drink/meal at least one a month, 

• Regulary participate in a leisure activity such as sport, cinema, concert, 

• Spend a small amount of money each week on yourself. 

3. Children items asked at household level 

3.1. Basic needs: 

• Some new (not second –hand) clothes, 

• Two pairs of properly –fitting shoes (including a pair of all-weather shoes), 

• Fresh fruit and vegetables once day, 

• Three meals a day, 

• One meal with meat, chicken or fish (or vegetarian equivalent) at least once day. 

 
3.2. Educational or leisure needs: 

• Books at home suitable for their age, 
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• Outdoor leisure equipment (bicycle, rollerskates, etc.), 

• Indoor games (educational baby toys, building blockes, board games, computer games, etc.), 

• Regular leisure activity (swimming, playing an instrument, youth organisations, etc.), 

• Celebrations on special occasions (birthday, name day, religious events, etc.), 

• Invite friends round to play and eat from time to time, 

• Participate in school trips and school events that cost money, 

• Suitable place to study or do homework, 

• Outdoor space in the neighbourhood where children can play safely, 

• Go on holiday away from home at least 1 week per year. 

3.3. Medical needs: 

• Unmet need for consulting a GP or specialist, excluding dentists and ophthalmologists – optional, 

• Main reasons for unmet need for consulting a GP or specialist, excluding dentists and 
ophthalmologists – optional, 

• Unmet need for consulting dentist-optional, 

• Main reason for unmet need for consulting dentist-optional. 

 
The Household Budget Survey (HBS) 

Household Budget Surveys (HBSs) are national surveys mainly focusing on consumption expenditure 
(European Commission, 2003a). They are conducted in all EU Member States and their primary aim 
(especially at national level) is to calculate weights for the Consumer Price Index. However it may also be 
used for many other purposes either at national or European level (economic studies, social analyses, market 
research), among others for monitoring poverty (Eurostat,  2004c). 

It should be noted that before the implementation of EU-SILC the basic source of data used by Eurostat 
for measuring income and poverty indicators in the new member states or candidate countries was provided 
by HBS (Eurostat, 2004d and  2005)31. 

The HBS project is run under a Gentlemen's agreement. Every few years Eurostat collects (recently for 
2005 and previously for 1999) EU comparable household budget survey results. 

The generally accessible HBS Eurostat’s database contains among others:  

• Predefined tables (relate to consumption expenditure of private households),  

                                                 
31 It should be remembered that by the time ECHP was introduced, it was the household budget survey that 
provided the basis for the Eurostat’s analysis of material poverty. The objective poverty range was estimated 
on the basis of the expenditure. See: Hagenaars at al., 1992 and European Commission, 1990. 



3.4 Strategy for defining regional and local indicators                                                                                  105 

 

• Multi-dimensional tables (relate to mean consumption expenditure, structure of consumption 
expenditure, household characteristics). 

In terms of publications for the HBS field, Statistics in Focus (SiFs), which can be downloaded from the 
Eurostat website, as well as detailed methodological documents available on CIRCA are produced (Eurostat). 

 
The European Union Labour Force Survey (EU LFS) 

The European Union Labour Force Survey (EU LFS) is the EU’s harmonised survey on labour market 
developments (European Commission, 2003c and 200732). It is a rotating random sample survey of persons 
in private households. The sampling units are dwellings, households or individuals depending on the 
sampling frame.  

The LFS provides population estimates for the main labour market characteristics, such as employment, 
unemployment, inactivity, hours of work, occupation, economic activity and much else as well as important 
socio-demographic characteristics, such as sex, age, education, households and regions of residence. 

                                                 
32 See also: 
http://circa.europa.eu/irc/dsis/employment/info/data/eulfs/LFS_MAIN/LFSuserguide/EULFS_database 
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Table 3.4.1. Modules of LFS. 

Year Topic Commission 
regulation 

 
1999 

 
Accidents at work and occupational diseases 

 
(EC) No 
1571/1998 

 
2000 

 
Transition from school to working life 

 
(EC) No 
1925/1999 

 
2001 

 
Length and patterns of working time 

 
(EC) No 
1578/2000 

 
2002 

 
Employment of disabled people 

 
(EC) No 
1566/2001 

 
2003 
 

 
Lifelong learning 

 
(EC) No 
1313/2002 

 
2004 

 
Work organisation and working time arrangements 

 
(EC) No 
247/2003 

 
2005 

 
Reconciliation between work and family life 

 
(EC) No  
29/2004 

 
2006 

 
Transition from work into retirement 

 
(EC) No 
388/2005 

 
2007 

 
Accidents at work and work-related health problems 

 
(EC) No 
341/2006 

 
2008 

 
Labour market situation of migrants and their 
immediate descendants 

 
(EC) No 
102/2007 

 
2009 

 
Entry of young people into the labour market 

 
(EC) No 
207/2008 

 

The division of the population into employed persons, unemployed persons and inactive persons follows 
the International Labour Organisation definition. Other concepts also follow as close as possible the 
recommendations of ILO. 

The survey is based on European legislation. The principal legal act is the Council Regulation (EC) No. 
577/98. The implementation rules are specified in the successive Commission regulations. 

Since 1999 an inherent part of the European Union labour force survey (LFS) are the so called 'ad hoc 
modules', which are presented in the table below. 

The national statistical institutes are responsible for selecting the sample, preparing the questionnaires, 
conducting the direct interviews among households, and forwarding the results to Eurostat in accordance 
with the common coding scheme. 
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The Eurostat publications related to the EU LFS ( available on-line on Eurostat website) are organised in 
five series: 

• Methods and definitions, 

• Characteristics of the national surveys, 

• Quality reports, 

• Statistics in Focus and data in Focus  (presenting the main results for variety of topics), 

• Detailed results. 

As a rule Eurostat presents LFS results both at the EU level and at the level of individual countries. 
However, the basic information on the economic activity of the population are also accessible at the regional 
level (available on-line on Eurostat website, theme: General and regional statistics). For the scientific 
purposes it is possible to use the anonymous individual data files.  

The generally accessible Eurostat’s database contains among others a set of LFS main indicators on 
employment and social cohesion divided into following groups: 

• Population, activity and inactivity indicators (including also the structural indicators Average exit age 
and Population in jobless households), 

• Employment (including main characteristics, employment rates, employment growth and activity 
branches), 

• Unemployment (including also Harmonised long-term unemployment), 

• Education and Training (including the structural indicators: Lifelong Learning, Education Attainment 
Level and Early School Leavers). 

Additionally, the EU LFS results are used in the series of analyses published by the European 
Commission. The EU LFS is one of the main sources used in the Annual Employment Report. This 
publication provides analytical and statistical background to the European Employment Strategy. 

The EU Labour Force Survey has been recognised as the data source for the construction of all the 
employment- related commonly agreed indicators. The so called overarching and the context indicators based 
on LFS are grouped into dimensions as follows (European Commission, 2008a and 2008g). 
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1. The overarching indicators: 

1.1. Educational outcome and human capital formation: 

• Early school leavers (by gender). 

1.2. Access to labour market: 

• People living in jobless households (by age:0-17,18-59, by gender – 18+only). 

1.3. Employment of older workers: 

• Employment rate of older workers (by age;55-59;60-64’ by gender), possibly replaced or 

supplemented by „average exit age from the labour market”. 
1.4. Participation in labour market: 

• Activity rate (by gender and age: 15-24,25-54,55-59,60-64,total). 

1.5. Regional cohesion: 

• Regional disparities – coefficient of variation of employment rates. 

2. The context indicators: 

• Employment rate ( by gender), 

• Unemployment rate (by key age groups and  by gender), 

• Long term unemployment rate (by key age groups and  by gender), 

• Jobless households by main household types. 

 
Luxembourg Income Study 

The Luxembourg Income Study  (LIS) is a cooperative research project that covers more than 30 member 
countries33. The LIS database includes household microdata, usually at multiple points in time.  The surveys 
are based on probability samples collected in member countries. They are intended to capture all main types 
of households, though the coverage of the population varies between countries and years. The contents of the 
surveys are generally consistent with standard household surveys like European Community Household 
Panel or Polish Household Budget Survey with two important exceptions: there are no panel datasets and 
information on consumer expenditures is available for selected countries only. All country databases include 
information on various types of income, labour market and demographic data as well. The datasets are being 

                                                 
33 See also: Luxembourg Income Study website: http://www.lisproject.org 

http://www.lisproject.org/publications/liswps/303.pdf 
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collected by the national statistical agencies in the LIS member countries and then all the variables are 
harmonised by the LIS staff. Therefore they can be directly compared across countries. 

The data can be accessed for research purposes via the internet mailing system by submitting SAS, SPSS 
or STATA programs. No fee is charged for researches affiliated with LIS member countries. The LIS 
database captures most of developed countries as well as several transition and developing countries, in this 
number Italy, Poland, Spain and UK. The project was launched in 1983 and the first data are of 1967 (for 
Sweden). The most recent datasets are of 2005 (Sweden and Taiwan). For most of the countries the data are 
available for more than one year. 

The LIS database is intended to ensure free access to harmonised and standardises micro-data from the 
different national surveys in order to facilitate comparative research on individual incomes and related 
variables. Another purpose is dissemination of scientific results capturing a broad issue of well-being. The 
LIS working papers written by the researchers using the LIS data are available from the website.  

The LIS is the joint project of the government of the Grand Duchy of Luxembourg and the Centre for 
Population, Poverty and Policy Studies (CEPS). 

Main modules in LIS variables capture: 

1. Income variables:  

• gross and net household income, 

• labour income, 

• self-employed income, 

• pensions, 

• social transfers, 

• private transfers, 

• several other types of income. 

2. Labour market and human capital variables: 

• employment status, 

• occupation, 

• education, 

• occupational training. 

3. Demographic variables and other household attributes. 

4. Expenditures (nor available for all countries). 

LIS focuses, by definition, on observing individual incomes, therefore only income poverty/inequality 
indicators may by calculated for all countries. Social exclusion may be observed through the unemployment 
measures only. Breakdown by age, labour status, household tenure status and gender is possible for most of 
national surveys. Most of datasets have a geographic location indicator. The lowest possible level of NUTS 
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depends on the sample sizes (that differ significantly between countries) as well as on availability of 
appropriate regional identifiers. For virtually all countries (in this number, all EU countries) averages may be 
calculated by NUTS1 region and for several of them by NUTS2 region (see Stewart, 2002 for an empirical 
study on several Eu-15 countries). 

For all countries and available years selected aggregate measures of well-being are published on the LIS 
website. Except median equivalent income they include: 

1. Inequality indices: 

• Gini Coefficient, 

• Atkinson Coefficient (epsilon=0.5), 

• Atkinson Coefficient (epsilon=1), 

• Percentile Ratio (90/10), 

• Percentile Ratio (90/50), 

• Percentile Ratio (80/20). 

2. Relative poverty indices: 

• Relative Poverty Rates - Total Population (40%), 

• Relative Poverty Rates - Total Population (50%), 

• Relative Poverty Rates - Total Population (60%), 

• Relative Poverty Rates - Children (40%), 

• Relative Poverty Rates - Children (50%), 

• Relative Poverty Rates - Children (60%), 

• Relative Poverty Rates - Elderly (40%), 

• Relative Poverty Rates - Elderly (50%), 

• Relative Poverty Rates - Elderly (60%). 

3. Information on children: 

• Distribution of Children by income group (50-75%), 

• Distribution of Children by income group (75-150%), 

• Distribution of Children by income group (above 150%), 

• Children Poverty Rates - Two Parents Family (50%), 

• Children Poverty Rates - Single Mother Family (50%), 

• % Children living in Single Mother Family. 
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Employment of sample survey for poverty estimation beyond national level 

The major problem in the production of indicators for regions or other small domains is the smallness of 
sample size available in such surveys. Generally, adequate sampling precision is available at the national 
level, as demonstrated by the extensive use of intensive surveys data for the purpose. The same may apply to 
indicators at NUTS1 level in some cases, but generally sampling errors may be too large for the results to be 
useful even at that level. For instance, in a study on measures of well-being and exclusion in Europe's 
NUTS1 regions using LIS data (Stewart, 2002, 2003), it is clear that the large sampling errors involved often 
make it difficult to draw clear conclusion in many instances. This is also true in a study on patterns of 
poverty across European regions (Berthoud, 2004), to a lesser extent only because the results are aggregated 
over small NUTS1 regions where sample size problems are most critical. As a final example at the EU level, 
a study on the impact of relative poverty lines (Kangas and Ritakallio, 2004) goes below the national level 
only to "mega regions", meaning the division of each country into at most two – the richer and the poorer – 
parts. There are a few studies of regional variations for individual countries, but mostly confined to countries 
with large samples. For instance, Rodrigues (1999) reports estimates of mean income (per 'equivalent adult') 
and head-count ratios (poverty rates) by NUTS2 regions in Portugal. It has been possible to do so at this level 
of detail because Portugal had an exceptionally large sample size in the ECHP, compared to other countries 
in the project. Chakravarty and D’Ambrosio (2003) report similar results for Italy, but this time only at 
NUTS1 level. At a finer level of detail such as NUTS2 there are interesting results in Verma et al. (2005). 
This is despite the fact that among the countries participating in the ECHP, Italy had the largest sample size. 
In UNDP Poland (2006) report a large part of labour market and consumption exclusion indicators were 
calculated for Polish regions (NUTS2) on the basis of data obtained through LFS and HBS surveys carried 
out in Poland. These surveys base on large sample size, but cannot been employed directly for indicator 
estimation beyond NUTS2. 

Our requirement is considerably more demanding than the above: ideally to be able to produce useful 
regional indicators for NUTS2 regions (or other geographical subpopulations of similar size) in most cases, 
and even to NUTS3 level in some cases.  

The problem of sample size requires a more sophisticated statistical approach than simply using direct 
estimates from single rounds of sample surveys of moderate size. In order to overcome that problem, the first 
aspects to consider is of making the best use of available sample survey data, such as by cumulating and 
consolidating the data to construct more robust measures which can permit a greater degree of spatial 
disaggregation (see: Part 2).  
 
Meso data 

In order to construct regional indicators is fundamental exploiting to the maximum ‘meso’ data (such as 
highly disaggegated tabulation data). If the target of the research is the EU context, the NewCronos (now 
termed Eurostat Free Dissemination Database) provides a valuable data resource for the construction of 
regional indicators. In itself it is not a source of original data, but a compilation of information from a 
diversity of sources presented in the form of very detailed tabulations. NewCronos REGIO domain covers the 
principal aspects of the economic and social life of the European Union: demography, economic accounts, 
labour force, health, education, etc., by region. The concepts and definitions used are as close as possible to 
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those used by Eurostat for the production or compilation of statistics at national level. The standard model for 
compiling regional aggregates at various levels has been as follows: first, data from various national sources 
are compiled in the National Statistical Offices, and then provided to Eurostat for validation. This data set is 
then loaded into NewCronos by the thematic unit in question.  

We believe that this resource, NewCronos, has hitherto been under-utilised, and that there is a great 
potential for more thorough exploitation of the information which already exists. While direct indicators of 
regional poverty and living conditions are generally not available with sufficient regional breakdown in 
NewCronos, several exceptionally positive aspects of the resource need to be appreciated. Some of these 
become even more important as we move down from the national to the regional level. 

There are three main forms in which variables derived from NewCronos can be utilised for the 
construction of poverty and deprivation indicators, though the first two of them concern only regional level 
(Verma at al., 2006): 

1. Direct deprivation indicators: some statistics in NewCronos can serve, in their own right, as direct 

indicators pertaining to poverty and living conditions. In fact, the scope for such use is likely to be 

greater in the context of regional indicators, compared to that in the national context. This is because 

measures of levels – which are more abundantly available in NewCronos than the generally more 

complex distributional measures - can themselves serve as indicators of disparity when compared 

across regions. 

2. Intermediate output indicators: NewCronos provides a very large number of measures, giving what 

has been termed as "intermediate output" indicators. Such indicators express on the one hand the 

policy effort in favour of those at risk of poverty and social exclusion, and on the other hand the 

impact of social policies as well as of the economic context. NewCronos is a unique source of such 

indicators. 

3. Predictors: a large number of measures correlated with direct indicators of poverty and deprivation 

can be constructed. In conjunction with direct indicators obtained from more intensive surveys, 

these measures can be used as “covariates” or “regressors” to produce more precise indicators 

using small area estimation (SAE) procedures described in the Section 5. 

 

Sources of data at local level 

Administration data (regional or local databases and registers) can serve as source of information to 
calculate directly some indicators referring to poverty at local level (NUTS4 and NUTS5), first of all non-
monetary indicators. Raw data and indicators obtained from sample surveys carried out only in some 
administrative units (NUTS4 and NUTS5) may be used for estimation of indicators for other administrative 
units of similar type (with similar attributes). It of course requires the development of small estimates that 
take into account spatial correlation between administrative units with similar characteristics. 
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3.5. Specific methods to estimate poverty and inequality measures at local level 

The problem of sample size requires a more sophisticated statistical approach34 than simply using direct 
estimates from a sample surveys of moderate size. We have considered the issue regarding the data, now we 
concentrate the attention on estimation methods required to overcome the inefficiency due to the small 
sample size. 
 
Small Area Estimation (SAE) 

Introduction 

It was assumed that the system of poverty indicators should also cover the local level, i.e. that of 
municipalities, regions, districts, where social services are delivered and social needs are more directly 
perceived. There is an inherent tension between costs, the statistical significance of sample surveys, the 
longitudinal aspects and data disaggregation. An appropriate mix of registers, administrative data and sample 
surveys, and the application of small area sampling, should permit to find the most appropriate balance in the 
trade-offs. In any case, the local, regional, national and international systems should be fully consistent 
among one another, by applying the relevant statistical standards. This should also promote an integrated 
approach to monitoring.  However, geographically-based domains, like regions, states, counties, wards and 
metropolitan areas are typically of most interest. A traditional approach to estimation for such domains is 
based on application of classical design-based survey sampling methods. Estimates based on this approach 
are often called direct estimates in the literature. However, sample sizes are typically small or even zero 
within the domains/areas of interest. This results in the direct estimators having large variances. When there 
are no sample observations in some of the small areas of interest, direct estimators cannot even be calculated. 
Small area estimation theory is concerned with resolving these problems.  

Often there is auxiliary information that can be used to define estimators for small areas. In some cases 
these are values of the variable of interest in other, similar, areas, or past values of this variable in the same 
area or values of other variables that are related to the variable of interest. Estimation and inference 
approaches based on using this auxiliary information are called indirect or model-based. Methods based on 
the use of auxiliary information have been characterized in the statistical literature as ″borrowing strength” 
from the relationship between the values of the response variables and the auxiliary information. Model-
based methods have long history, but have only received attention in the last few decades as defining an 
approach to estimating small area characteristics. In this context, two main ideas have been used in 
developing models for use in small area estimation. These either assume that the inter-domain variability in 
the response variable can be explained entirely in terms of corresponding variability in the auxiliary 
information, leading to so-called fixed effect models, or require the assumption that "unexplained" domain 
specific variability remains even after accounting for the auxiliary information, leading to mixed models 
incorporating domain specific random effects.  

                                                 
34 Citro and Kalton  (2000) wrote:”...none of the existing or planned surveys or administrative records sources 
can, by itself, provide direct estimates of sufficient reliability, timeliness, and quality of responses for all of 
the SAIPE income and poverty estimates. Therefore, the panel concludes that the SAIPE program must to 
rely primarily on models that combine data from more than one source to produce indirect estimates”. 
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Fixed effect models explain inter-domain variation in the response variable of interest entirely in terms of 
variation in known factors. Estimates of small area characteristics based on fixed effect models are referred 
to as synthetic estimators, composite estimators, and prediction estimators. Mixed models also have a long 
history, but have received special interest only in the last few decades. This is partly due to the heavy 
computational burden of estimation methods used with such models. Recent developments in computing 
hardware, software and estimation methods have however led to increased attention being paid to the use of 
mixed models for data analysis. Linear mixed models have a wide range of applications. In particular, the 
ability to predict linear combination of fixed and random effects is one the more attractive properties of such 
models. In a series of papers, Henderson (1948 - 1975) developed the best linear unbiased prediction (BLUP) 
method for mixed models. In this case "best" stands for minimum mean square error among all linear 
unbiased predictors, "linear" means that the predictor is a linear combination of the response variable values 
and "unbiased" means that expected value of the prediction error (predicted value of variable - actual value of 
variable) is zero. The BLUP method has become a powerful and widely used procedure for fitting models for 
genetic trends in animal populations based on traits measured on both the continuous and the categorical 
scale. However, the BLUP methods described in Henderson assumed that the variances associated with 
random effects in the mixed model (the variance components) are known. In practice of course such variance 
components are unknown and have to be estimated from the data. There are several methods for estimating 
variance components. Harville (1977) reviews these methods, including maximum likelihood and residual 
maximum likelihood and three other methods suggested by Henderson. The predictor obtained from the 
BLUP when unknown variance components are replaced by associated estimators is called the empirical best 
linear unbiased predictor (EBLUP) and is described in Harville (1990), Robinson (1990) and Harville (1991). 
Over the last decade several important approaches have been developed for estimating/predicting the value of 
a linear combination of fixed and random effects in discrete response data. In virtually all of these random 
effects are assumed to be normally distributed. Several authors  have extended the empirical best linear 
predictor (EBLUP) to generalized linear models. 

Mixed models have been used to improve estimation of small area characteristics of small area based on 
survey sampling or census data by Fay and Herriot (1979), Ghosh and Rao (1994), Rao (1999) and 
Pfeffermann (1999). In these applications, the mixed model derives from the concept that the vector of finite 
population values is a realisation of a super-population. In this context, estimation of a small area mean is 
equivalent to prediction of the realization of the unobservable random area effect in a linear mixed model for 
the super-population distribution of the variable defining this mean. In addition to EBLUP, empirical Bayes 
(EB) and hierarchical Bayes (HB) estimation and inference methods have been also applied to small area 
estimation. Under the EB approach, Bayes estimation and inferential approaches are used in which posterior 
distributions are estimated from data. Under the HB approach, unknown model parameters (including 
variance components) are treated as random, with values drawn from specified prior distributions. Posterior 
distributions for the small area characteristics of interest are then obtained by integrating over these priors, 
with inferences based on these posterior distributions. Ghosh and Rao (1994) review the application of these 
estimation methods in small area estimation. Maiti (1998) has used non-informative priors for hyper-
parameters when applying HB methods. You and Rao (2000) have used HB methods to estimate small area 
means under random effect models. Many surveys or censuses are repeated over time, and this means that 
auxiliary information from past values of a variable of interest can be used to improve current estimates of 
this variable. This "borrowing of strength over time" has been used to improve estimators for small areas. 



3.5 Specific methods to estimate poverty inequality measures at local level                                                  115 

 

Starting with the work of Scott and Smith (1974), Pfeffermann and Burck (1990), Tiller (1991) Rao and You 
(1992), Singh et al (1994), and Ghosh et al (1996) have used time series models and associated estimation 
methods to improve estimators for small areas. In particular, Datta et al. (1999) have used times series 
models in estimating State-level unemployment rates for the US. Often the survey or census data from which 
small area estimates are needed are discrete or categorical. A general approach for small area estimation 
based on generalized linear models is described in Ghosh et al. (1998). Malec et al. (1999) have extended the 
models described in Malec et al. (1997) by including an oversampling component in the likelihood. Farrell et 
al (1997) extend the mixed logistic model of Mac Gibbon and Tomberlin (1989). Moura and Migon (2001) 
further extend this model, introducing a component to account for spatially correlated structure in the binary 
response data. The naïve mean square error   estimator suggested by Henderson (1975) underestimates the 
true mean square error of small area estimators based on mixed effect models. Kacker and Harville (1984) 
introduced an estimator for the mean square error of an estimator of a small area mean based on an 
approximation to its true mean squared error under such models. Prasad and Rao (1990) developed an 
approximation to the Kacker and Harville estimator. Harville and Jeske (1992) also developed 
approximations to the mean square error of predictors. Rivest and Belmonte (2000) have developed the 
conditional mean square error of a small area estimator.  
 
The complementary roles of design and model  

Small area estimation is an example of a generic problem in which design-based methods, used on their 
own, are not satisfactory because making provisions for sufficient sample sizes within every one of a large 
number of areas is not feasible. This does not justify discarding design-based methods altogether and placing 
all our faith in model-based methods. Given perfect implementation of a design, the properties of the design-
based estimators are either known exactly or their levels of approximation are well understood. In contrast, 
the properties of model-based methods are usually well understood only when the model holds. A model can 
rarely be confirmed logically; in practice, we regard a model as appropriate if, after a reasonable analytical-
diagnostic effort, we fail to find any contradiction with the adopted model. The model draws on information 
about variables other than those involved in design-based estimation. Such information is called auxiliary. A 
key issue is to identify auxiliary information (variables) that would contribute to small area estimation, and to 
construct estimators that take full advantage of this information. When we are not certain about the quality of 
the auxiliary information it is essential to ensure that using such information would not be counterproductive 
– incorporating it must not make the resulting estimators less efficient (on average) than if the information is 
not used at all. Design-based (direct) small area estimation can be motivated as estimation for each area, in 
total isolation from the information external to the area and the survey variable concerned. Such estimators 
are usually formed from the estimator for the whole of the population by restricting it to the area of interest. 
With known probabilities of marginal and joint inclusion, most direct estimators are design-unbiased. 
Modified estimators use some external information but still aim for approximate design-unbiasedness. 
Indirect estimators combine information that originates from the design and a model. Their aim is to have as 
small a mean squared error, on average, as possible. The mean squared error is defined over replications of 
the sampling design, but the averaging is with respect to the model. Synthetic estimators are based on a 
model, making little use of the design information. Composite estimators combine a design-based (direct) 
and a model-based estimator. The model-based estimator is derived from a fitted model. This fit is often 
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derived using standard software for linear regression or maximum likelihood estimation, ignoring the 
sampling design. However, improvement can be achieved by incorporating the sampling design in the 
estimation. In composite estimation, the principal role of the model is to describe the similarity of the areas. 
The model refers to a super-population, of which the studied population is meant to be a single realisation. 
Extensions of this model replace the grand mean µ with (univariate or multivariate) linear regression, or with 
Marker (1999) reviews models used for small area estimation from a different perspective. He presents the 
models in a natural order of complexity, from direct estimates through symptomatic regression and variance 
component models to the generalised linear models. In the context of small area estimation, these models are 
not meant to be precise descriptions of the observed processes, merely models that promote more precise 
estimation of the area-level quantities of interest. The goal of the modelling should be exploitation of all the 
available information, as opposed to the search for a ‘correct’ model. 

Implementation of a typical large-scale survey encounters a host of contingencies (deviations from the 
planned design) at every stage. First, the frame is not perfect, containing duplicates, units from outside the 
population, and missing some units that may be systematically different from the units in the frame. Next, the 
survey relies on voluntary participation, and the subjects may withdraw their co-operation at any point. 
Further, the process of recording and transferring the data may not be perfect. As a consequence, the original 
inclusion probabilities do not describe the sampling and data collection process precisely. This problem is 
commonly addressed by adjusting the sampling weights so that they would accurately reflect the participation 
among the responding subjects. The resulting weights are estimates; they are subject to sampling variation. 

Auxiliary information is crucial for efficient small area estimation. Such information may be collected in 
the survey, may be available from a different survey or from a census or administrative records. The 
information in existing sources is generally acknowledged as an important source for survey design. The 
realisation that such information should be exploited also in the analysis is relatively recent. This is most 
relevant to organisations that conduct or have access to many surveys, and to small area estimation and 
inferences that involve a large number of parameters. 
 
Development of SAE methods 

Significant impact on poverty estimates for small had the EURAREA project founded by Eurostat to 
investigate SAE methods and their application. The EURAREA (2004, Heady et al., 2004) project 
experiences permitted undertake the search on the most important surveys and the potential covariates bases. 
Among the surveys were tested Labour Force Survey (in Polish BAEL), Survey on smallest enterprises (SP3) 
and Household Budget Survey (HBS). The following administrative registers as auxiliary information were 
used: in Unemployed register (PULS) for BAEL, personal tax data (POLTAX) for SP3, social assistance 
register (POMOST).  

Important impact on development of poverty estimates for small area had also USA publications, and 
mainly Citro, Kalton et al., (1997, 2000). Citro and Kalton (1997, 2000) give details of Small Area Income 
and Poverty Estimates (SAIPE) an extensive programme of estimation related to poverty in small areas in the 
U.S.A. The programme uses data from several sources: the latest Decennial Census, information from the 
Internal Revenue Service, Food Stamps Program records, and the Current Population Survey (CPS). 
Composite estimation is used for state- and county-level counts of children in poverty. The outcome variable, 
poverty status, is recorded by CPS. Many counties are not represented in CPS, so composite estimation 
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reduces to its model component. The model for the counties is defined at the county level. Individual models 
are not feasible because the complete set of model covariates is recorded for very few subjects; the overlap of 
the surveys is very sparse. The covariates are highly associated with the outcome variable: number of child 
exemptions of low-income families in the tax returns; number of people receiving food stamps, estimated 
population of the county; and number of poor school-age children in the county in the previous census. The 
outcome variable is the average of the direct estimates for the current, preceding and year following the year 
in question. The purpose of this averaging is to improve the stability of the estimates. A similar model is used 
for state-level composite estimation, although the outcomes are not averaged (the direct estimate for the 
current year is used). For county-level model, the logarithms of all the variables are used; for state-level 
model the variables are not transformed. The county-level estimates are adjusted by raking to agree with the 
state-level estimates. The sampling designs of the surveys used are not incorporated in the model, although 
the direct estimators use the sampling weights. The model adopted is not regarded as final, and future rounds 
of estimation may be based on sources that become available in the meantime, or may use different variables 
from the sources currently available. Model checking and improvement is an integral part of the programme.  
 
Experiences in poverty estimation for small area in Poland 

The problems of the poverty rates estimation are discussed in Blaszkiewicz’ papers (2007a and 2007b). 
She used first time in Poland the social aid register POMOST and Household Budgets to estimate the poverty 
rates on the NUTS4 level. The GUS yearly publishes poverty rates in Poland only for all country and in 
NUTS2 territorial units, but social politics need information about diversity of poverty in NUTS4 and even in 
NUTS5. These assessments are possible combining information form various sources (special sample 
surveys and administrative registers) and by using methods of small area estimations. Because of the 
confidentiality of statistical data, the household survey obtained for research from the GUS was without 
NUTS4 and NUTS5 codes. Blaszkiewicz (2007a) proposed randomized method to assign record codes to 
proper NUTS4 on the basis of various characteristics of the household. From numerous methods of poverty 
measurement she has chosen relative poverty defined (according to Eurostat’s recommendation) as the share 
of persons with an equivalised disposable income, below the risk-of-poverty threshold, which is set at 60% of 
the national median equivalised disposable income. Beside direct estimator there were used: synthetic ratio 
and synthetic regression estimators based on linear model with area-level covariates and empirical Bayes 
estimators, assessing their usefulness to estimate poverty in Polish NUTS 4.  

In the paper Kordos and Kubacki (1999) the possibility of poverty estimation for small area in Poland was 
discussed. The authors suggested to use Household Budget Survey (HBS) and  administrative registers, in 
particular the tax register (in Poland named POLTAX). Also using the empirical Bayes procedure for that 
purpose was proposed. 

Cz. Bracha, B. Lednicki and R. Wieczorkowski  (Bracha et al., 2003, 2004) applied SAE methods for 
estimating some unemployment characteristics by region, sub-region and poviat (county) for 1995-2002 
using the Polish Labour Force Survey (PLFS) and the 2002 Population Census and Housing (PCH) results. 
The authors used direct, synthetic and composite estimators. Direct estimates were obtained from the PLFS 
in 1995—2002, and appropriate data from the 2002 CPH were used as auxiliary information. Efficiency 
analysis of direct, synthetic and composite estimators was conducted. The composite estimator was a 
combination of the direct and synthetic estimators with  equal weights. In the second paper (Bracha et al., 
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2004), the composite estimator uses data from the PLFS 2003 together with data from administrative sources 
that are available on Polish Public Statistics web pages. They compare similar estimates that are based on 
Census 2002 data which may reveal usefulness census vs. administrative data.  

Interesting results are given in Kubacki (2004, 2006) papers. The author presents a synthetic review 
concerning methodology and results considered in Bracha et al. (2003, 2004) and some own results. The 
author discusses various methods of estimation together with evaluation of quality of such estimation related 
in particular with the type of auxiliary data used for “borrowing strength” and efficiency of initial estimates 
used in models (Kubacki, 2004). The author presents the application of Empirical Bayes (EB) and 
Hierarchical Bayes (HB) methods to the estimates of unemployment size for small areas using the Polish 
Labour Force Survey (PLFS) and auxiliary information. The constructed model includes the data obtained 
from published results of PLFS for regions in Poland and 2002 Census data.  

E. Gołata (2004) proved the usefulness of PULS to estimate of unemployment on the NUTS 4 level. J. 
Paradysz (2007) reviewed the most important administrative registers as a potential source covariates in 
Polish regional estimation. He proved the usefulness some of them in the process of estimation at regional 
and local level. J. Paradysz and M. Szymkowiak (2006) present some aspects of imputation and calibration as 
standard methods of dealing with nonresponse in statistical surveys in Poland. The authors focused on Polish 
household budget surveys where the nonresponse is a significant problem. Because the nonresponse occurs 
on a large scale, it influences the quality of the results. The authors showed how calibration estimators which 
were proposed by Sixten Lundström and Carl–Erik Särndal (2005), can be used in order to improve 
estimations in Polish household budget surveys. 

 
Poverty Mapping 

If the objective of the study is beyond poverty measure at area level, that is, we are interested in 
producing poverty and inequality maps, large data sets are required which include reasonable measures of 
income or consumption expenditure and which are representative or of sufficient size at low levels of 
aggregation to yield statistically reliable estimates.  

The Poverty Mapping is the World Bank project intended to promote usage of small area methods in 
recognition of poverty and programming poverty reducing social policies at local levels. The final output of 
the project appears in the form of a website presenting educational materials, poverty maps for more than 20 
countries as well as theoretical analyses. It is intention of the project to construct poverty maps for middle-
income and poor countries. Moreover, A team of the World Bank researchers provides training courses, 
technical assistance, capacity building, and software tools to institutions in developing countries. The tools 
include Geographic Information Systems (GISs) which are database management systems that use 
geographic location as a reference for each database record. They are capable, inter alia, to yield village-level 
estimates of income poverty or exclusion, however it is possible to obtain geographical distribution of any 
sort of data. 

The methodology utilised in the Poverty Mapping Project has been developed by the World Bank experts. 
The details are available in the papers by Elbers, Lanjouw and Lanjouw (2002) and Elbers, Lanjouw and 
Lanjouw (2003). The main sources of information on socio-economic indicators are typically censuses 
and/on administrative data on the one side and household surveys on the other side. The general idea of the 
method is to combine advantages of both sources. Whereas the datasets of the first type are large enough to 
allow satisfactory disaggregation, they include very restricted information on individual’s well-being and 
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practically no income information. The latter type of information is available in household surveys, however 
they are too small to ensure adequate precision of estimates at local levels. The small area estimation 
techniques involve imputing measures of well-being from household survey data into large sample data. For 
that purpose survey income (or expenditure) variables are regressed on explanatory variables that are 
common to both datasets. These estimates use survey data at the lowest acceptable geographical level. In the 
second step the estimated coefficients are used to predict income for every household in the census. It is 
possible to obtain income distribution, including poverty estimates for small areas, as well as standard errors 
of the estimates35. 

The level of disaggregation in the Poverty Mapping Project varies between countries. For Albania maps 
were constructed for 374 municipalities and for 262 for Bulgaria36. This level is approximately equivalent to 
NUTS4. For all countries included into the Project income, consumption and monetary poverty rates were 
estimated at lowest obtainable geographical levels (i. e., for instance, for NUTS4 levels for Albania and 
Bulgaria) while other measures may be available at higher levels. 

 

                                                 
35 Poverty maps are also constructed on the basis of multiple deprivation indexes in the United Kingdom 
(see: Section 3.2.2). 
36Albania and Bulgaria are two only European countries included into the project. 
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Prologue

This literature review is the result of a collaborative work of the partners of the WP2 in the SAMPLE
project. The target of the review is somewhat more ambitious than a simple bibliography recording. We
have also given an introduction to the main statistical tools that will be used in the SAMPLE project to
estimate poverty measures.

The manuscript is organized in seven chapters. Chapter 1 introduces the basic theory of linear mixed
models (LMMs) and of generalized linear mixed models (GLMMs). Special attention is given to model
fitting methods and algorithms. Chapter 2 deals with estimating linear parameters of finite populations
when the underlying distribution arises from a LMM or a GLMM. The estimation of mean squared
errors with either explicit formulas or bootstrap resampling methods is also addressed. Chapters 3 and
4 describe the time and spatial models to be developed in the SAMPLE project. Chapter 5 gives several
procedures for small area estimation of selected poverty indicators.

The small area estimation of quantiles of the distribution of a welfare variable is also treated in the
SAMPLE project. For this sake, two approaches are considered. The first one is the quantile regression,
where the goal is to predict the value of a quantile (instead of the mean) of the distribution of the response
variable by using auxiliary information. This is introduced and commented in Chapter 6. Finally, Chapter
7 is devoted to the estimation of cumulative distribution functions and its further use to produce quantile
estimates.

This literature review has been coordinated by Domingo Morales (UMH). He has also been in charge
of writing Chapters 1-3. Isabel Molina (UC3M) has been responsible for the elaboration of Chapters 4-5.
Finally, Nikos Tzavidis (CCSR) and Monica Pratesi (UNIPI-DSMAE) have coordinated the production
of the contents of Chapters 6-7.
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Chapter 1

Mixed models

1.1 Introduction

Linear models (LMs) model the relationship between a dependent or response variable y and a vector
of auxiliary variables x. Three basic hypotheses are assumed for these models: linearity, normality and
independence. The first assumption states that the mean of y is a linear function of the components of x.
The second assumption specifies a multivariate normal distribution for the vector of observed y-values.
The last one is the stochastic independence of the measurements of y. The study of LMs is a classical
matter within applied statistics and there are many books dealing at length with them. We name but a
few: Graybill (1976), Seber (1977), Arnold (1981), Hocking (1985), Searle (1997) and Rencher (2000).

Generalized linear models (GLMs) extend the applicability of the LMs in two directions. The hy-
pothesis of linearity is relaxed in the sense that a function (called link) of the mean of y is linear in the
components of x. The hypothesis of normality is relaxed to the assumption that the distribution of y be-
longs to the exponential family. This family of distributions includes the Gaussian or normal, binomial,
Poisson, gamma, inverse gamma, geometric and negative binomial. Nelder and Wedderburn (1972) in-
troduced the unified theory of GLMs. They discovered the underlying unity of a wide class of regression
models. GLMs have become very popular among applied statisticians, overall in the field of categorical
data analysis. Some books dealing with GLMs, under a broad perspective, are McCullogh and Nelder
(1989), Dobson (1997), Lindsey, J.K. (2000) and Fahrmeir and Tutz (2001). For books dealing with cate-
gorical data analysis, including logistic regression and log-linear models, see Agresti (1990), Christensen
R. (1990), Andersen, E.B. (1997), Lloyd (1999) and Hosmer and Lemeshow (2000).

LMs and GLMs assume that observations are drawn from the same population and are independent.
Mixed models have a more complex multilevel or hierarchical structure. Observations in different levels
or clusters are assumed to be independent, but observations within the same level or cluster are considered
as dependent because they share common properties. For these data, we can speak about two sources of
variation: between and within clusters. The possibility of modeling those sources of variation, commonly
present in real data, gives a high flexibility, and therefore applicability, to mixed models.

Linear mixed models (LMMs) and generalized linear mixed models (GLMMs) handle data in which
observations are not independent. That is, LMMs and GLMMs correctly model correlated errors, whereas

3
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the procedures in the LM or GLM family usually do not. Mixed models are generalizations of LMs and
GLMs to better support the analysis of a dependent variable. These models allow to incorporate:

1. Random effects: sometimes the number of levels of a categorical explanatory variable is so large
(with respect to sample size) that introduction of fixed effects for its levels would lead to poor
estimates of the model parameters. If this is the case, the explanatory variable should not be intro-
duced in a LM or GLM. Mixed models solve this problem by treating the levels of the categorical
variable as random, and then predicting their values.

2. Hierarchical effects: response variables are often measured at more than one level; for example
in nested territories in small area estimation problems. This situation can be modeled by mixed
models and it is thus an appealing property of them.

3. Repeated measures: when several observations are collected on the same individual then the cor-
responding measurements are likely to be correlated rather than independent. This happens in
longitudinal studies, time series data or matched-pairs designs.

4. Spatial correlations: when there is correlation among clusters due to their location; for example,
the correlation between nearby domains may give useful information to improve predictions.

5. Small area estimation: where the flexibility in effectively combining different sources of informa-
tion and explaining different sources of errors is of great help. Mixed models typically incorporate
area-specific random effects that explain the additional between area variation in the data that is
not explained by the fixed part of the model.

Books dealing with LMMs and GLMMs include Searle, Casella and McCullogh (1992), Longford
(1995), McCullogh and Searle (2001), Goldstein (2003), Demidenko (2004) and Jiang (2007).

Several fitting methods are available for LMMs. Here we revise three common ones, namely maxi-
mum likelihood, residual maximum likelihood and Henderson 3. In the case of GLMMs the estimation
of the model parameters is more difficult because the marginal loglikelihood is represented by an integral
that cannot be explicitly evaluated. Several methods have been proposed to overcome this problem, most
of them relying on Taylor linearizations. Goldstein (1991) considers a Taylor linearization of the inverse
link function and then applies standard estimation procedures for linear multilevel models. Longford
(1994) and Breslow and Clayton (1993) apply Laplace’s method for integral approximations. Wolfinger
and O’Connell (1993) approximate the conditional distribution of the difference between the response
variable and its prediction, given the fixed and random effects, by a Gaussian distribution with the same
first two moments. The procedure is implemented via iterated fitting of a weighted Gaussian linear
mixed model to the modified dependent variable, which is obtained by a Taylor series approximation of
the linked response. McCulloch (1994, 1997) and Booth and Hobert (1999) use EM-type algorithms as-
sisted by Monte Carlo methods. Schall (1991) and McGilchrist (1994) use the PQL algorithm introduced
by Breslow and Clayton (1993) in combination with a Gaussian approximation of the marginal density
that provides approximate maximum likelihood estimators of variance components, obtaining a double
iteration scheme. Although it is known that in some cases the method proposed by Schall (1991) may
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lead to inconsistent and biased estimators, this method works well in some situations (see e.g. González-
Manteiga et al., 2007). Further, Schall’s method is conceptually very simple and allows the adaptation
of the theory for prediction and mean squared error estimation under linear mixed models to the case of
generalized linear models.

The aim of this chapter is to summarize the basic mathematical theory of LMMs and GLMMs,
focussing on key points that are useful for the SAMPLE project. In Section 1.2 a general description
of LMMs is given. This section also shows how to estimate the regression parameters and how to
predict the random effects when the variance components are known. Section 1.3 describes a widely
used LMM in small area estimation, i.e. the so called ANOVA model. Sufficient conditions guaranteing
that the model parameters are estimable are also listed. Sections 1.4-1.6 deals with three alternative
fitting methods for LMMs; namely, maximum likelihood, residual maximum likelihood and a moment
estimation procedures. Finally, Section 1.7 gives an introduction to GLMMs and describes a simple
fitting algorithm.

1.2 Linear mixed models

Let us consider the model

y = Xβ + Zu + e, (1.1)

where yn×1 is the vector of observations, βp×1 is the vector of fixed effects, uq×1 is the vector of random
effects, Xn×p and Zn×q are the incidence matrices and en×1 is the vector of random perturbations. We
assume that the random effects and the perturbations are independent and normally distributed with zero
means and known covariance matrices

var[u] = E[uu′] = Vu and var[e] = E[ee′] = Ve,

depending on some parameters that are called variance components. From (1.1) we obtain

V = var[y] = ZVuZ′ + Ve

and we assume that V is not singular.

BLUE of β

Let us first assume that the variance components of model (1.1) are known, i.e. V is known. The
regression parameter β can be estimated by applying the weighted least squares method

β̂ = argminβ(e∗te∗), with e∗ = V−1/2(Zu + e),

to obtain

β̂ = (X′V−1X)−1X′V−1y, (1.2)
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which is also the best linear unbiased estimator (BLUE) of β and coincides with the maximum likelihood
estimator under normality, i.e.

β̂ = argmaxβ

{
−1

2
(y −Xβ)′V−1(y −Xβ)

}
.

BLUP of u

The BLUP of u is

û = VuZ′V−1
(
y −Xβ̂

)
. (1.3)

See e.g. Searle (1971), 458-462, for details on the derivation of the BLUP of u.

BLUP of a mixed effect

A mixed effect is a linear combination of both fixed and random effects. Here we consider particular
mixed effects that will be useful under the small area estimation framework. Concretely, we consider
target quantities of the form τ = a′r(Xrβ + Zru), where ar (k × 1), Xr (k × p) and Zr (k × q) are
known. Let τ̂ = g′y + g0 be a linear estimator of τ , where g (n× 1) and g0 (1× 1) are selected in such
a way that:

1. τ̂ is unbiased, i.e.

E[τ ] = a′rXrβ and E[τ̂ ] = g′Xβ + g0

coincide. Then, it holds g0 = 0 and a′rXr = g′X.

2. τ̂ minimizes the prediction error

E[(τ̂ − τ)2] = var(τ̂ − τ) = var(g′y − a′rXrβ − a′rZru) = var(g′y − a′rZru)

= g′Vg + a′rZrVuZ′rar − 2g′CZ′rar,

where C = cov(y,u) = ZVu.

The problem is

Minimize var(τ̂ − τ), subject to a′rXr = g′X.

The solution to this problem is the Best Linear Unbiased Predictor (BLUP), given by

τ̂B = a′r
[
Xrβ̂ + ZrC′V−1(y −Xβ̂)

]
, (1.4)

where β̂ is the weighted least squared estimator of β given in (1.2).
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1.3 The ANOVA model

Let us consider the model
y = Xβ + Z1u1 + . . .+ Zmum + e , (1.5)

where y = (y1, . . . , yn)′ is the vector of observations of the response variable, β = (β1, . . . , βp)′ is
the vector of fixed effects, ui = (ui1, . . . , uiqi

)′ is a vector with the qi levels of the i-th random factor,
e = (e1, . . . , en)′ is the vector of random errors, and X, Z1, . . . ,Zm are design matrices of dimensions
n× p, n× q1, . . . , n× qm respectively. Model (1.5) can be expressed as (1.1) by taking

Z = [Z1, . . . ,Zm], u = [u′1, . . . ,u
′
m]′ and q =

m∑
i=1

qi.

The following hypotheses are sufficient to guarantee that the model parameters are estimable:

(F1) u1, . . . ,um, e are independent and

e ∼ Nn(0, σ2
0Σe), ui ∼ Nqi(0, σ

2
iΣui), i = 1, . . . ,m,

with Σe and Σui , i = 1, . . . ,m, known.

(F2) rg(X) = p .

(F3) n ≥ p+m+ 1 .

(F4) rg(X : Zi) > p, i = 1, . . . ,m.

(F5) The matrices G0 = Σe,G1 = Z1Σu1Z
′
1, . . . ,Gm = ZmΣumZ′m are linearly independent, i.e.∑m

i=0 αiGi = 0 implies αi = 0, i = 0, 1, . . . ,m.

(F6) Zi contains zeros and ones, in such a way that there is exactly one 1 in each row, and at least one
1 in each column, i = 1, . . . ,m.

Let us consider the parameters σ2 = σ2
0 , ϕi = σ2

i /σ
2
0 , i = 1, . . . ,m, in the model (1.5). It holds that

y ∼ Nn(Xβ,V), with V = σ2Σe + σ2
m∑
i=1

ϕiGi = σ2Σ.

Let us define ϕ′ = (σ2, ϕ1, . . . , ϕm) and θ′ = (β′,ϕ′). The parameter space is

Θ = {θ′ = (β′,ϕ′) : β ∈ Rp, σ2 > 0, ϕi ≥ 0, i = 1, . . . ,m} . (1.6)

and the density of y, given θ, is

fθ(y) = (2π)−n/2|V|−1/2 exp
{
−1

2
(y −Xβ)′V−1(y −Xβ)

}
. (1.7)
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1.4 Maximum likelihood estimation

Consider model (1.5) with parameters σ2 = σ2
0 , ϕi = σ2

i /σ
2
0 , i = 1, . . . ,m. Assume that hypotheses

(F1)-(F6) hold. The maximum likelihood (ML) estimator, θ̂ = (β̂
′
, ϕ̂′)′, of θ is defined as

θ̂ = argmaxθ∈Θfθ(y) = argmaxθ∈Θ log fθ(y) .

For a given vector of observations y, the likelihood of θ is

L(θ) = (2π)−n/2(σ2)−n/2|Σ|−1/2 exp
{
− 1

2σ2
(y −Xβ)′Σ−1(y −Xβ)

}
.

The loglikelihood function is

l(θ) = logL(θ) = −n
2

log 2π − n

2
log σ2 − 1

2
log |Σ| − 1

2σ2
(y −Xβ)′Σ−1(y −Xβ).

The components of the vector of scores (first-order partial derivatives of l(θ)) are

Sβ =
1
σ2

X′Σ−1(y −Xβ), (1.8)

Sσ2 = − n

2σ2
+

1
2σ4

(y −Xβ)′Σ−1(y −Xβ), (1.9)

Sϕi = −1
2

trace(Σ−1Gi) +
1

2σ2
(y −Xβ)′Σ−1GiΣ−1(y −Xβ), i = 1, . . . ,m. (1.10)

The second-order partial derivatives of l(θ) are

Hββ = − 1
σ2 X′Σ−1X, Hβσ2 = − 1

σ4 X′Σ−1(y −Xβ),
Hβϕi

= − 1
σ2 X′Σ−1GiΣ−1(y −Xβ), Hσ2σ2 = n

2σ4 − 1
σ6 (y −Xβ)′Σ−1(y −Xβ),

Hσ2ϕi
= − 1

2σ4 (y −Xβ)′Σ−1GiΣ−1(y −Xβ),
Hϕiϕj = 1

2 tr(Σ
−1GjΣ−1Gi)− 1

σ2 (y −Xβ)′Σ−1GjΣ−1GiΣ−1(y −Xβ).

Taking negative expectations, we obtain the components of the Fisher information matrix

Fββ = 1
σ2 X′Σ−1X, Fβσ2 = 0, Fβϕi

= 0,
Fσ2σ2 = n

2σ4 , Fσ2ϕi
= 1

2σ2 tr(Σ−1Gi), Fϕiϕj = 1
2 tr(Σ

−1VjΣ−1Gi).

The Fisher scoring algorithm can be used to calculate the numerical values of the ML estimators. This
method updates the estimates of β and ϕ with the equations

βi+1 = βi + F (βi)−1S(βi), ϕi+1 = ϕi + F (ϕi)−1S(ϕi).

1.5 Residual maximum likelihood estimation

Consider again model (1.5) with parameters σ2 = σ2
0 , ϕi = σ2

i /σ
2
0 , i = 1, . . . ,m, and assume that hy-

potheses (F1)-(F6) hold. The residual maximum likelihood (REML) estimation method reduces the bias



1.6. Henderson 3 method 9

of the ML estimators of the variance components by transforming the data vector y to y? = (y?1,y
?
2) =

(K1y,K2y), where matrices K1 and K2 are such that K1X = 0 and y?1 is independent of y?2. The
resulting loglikelihood of θ, given y∗, can be decomposed in the sum of the following two terms

l(β) = −p log 2π
2

− 1
2

log |X′V−1X| − 1
2

(y −Xβ)′V−1X
(
X′V−1X

)−1 X′V−1(y −Xβ),

l(ϕ) = −1
2

(n− p) log 2π − 1
2

(n− p) log σ2 − 1
2

log |K′ΣK| − 1
2σ2

y′Py,

where P = K(K′ΣK)−1K′ and K = Σ−1
e − Σ−1

e X(X′Σ−1
e X)−1X′Σ−1

e . Taking partial derivatives
of l(β) with respect to β and equating to zero, we get the REML estimator of β,

β̂REML =
(
X′V̂−1X

)−1
X′V̂−1y,

where V̂ =
∑m

i=0 σ̂
2
iGi and σ̂2

0, σ̂
2
1, . . . , σ̂

2
m are the REML estimators of σ2

0, σ
2
1, . . . , σ

2
m obtained by

maximizing l(ϕ). Now, taking partial derivatives of l(ϕ) with respect to the elements of ϕ we obtain

Sσ2 = −n− p
2σ2

+
1

2σ4
y′Py,

Sϕi = −1
2

trace(PGi) +
1

2σ2
y′PGiPy, i = 1, . . . ,m.

Taking partial derivatives and negative expectations, the components of the Fisher information matrix
are obtained. They are

Fσ2σ2 = −n− p
2σ4

+
1
σ4
tr(PΣ), Fσ2ϕi

=
1

2σ2
tr(PGi), Fϕiϕj =

1
2
tr(PVjPGi).

Again, the Fisher scoring algorithm can be used to calculate the numerical values of the REML estimators
of the variance components. In this algorithm, the updating equation is

ϕi+1 = ϕi + F (ϕi)−1S(ϕi).

1.6 Henderson 3 method

The Henderson 3 (H3) method, also called “fitting constants method” since it was introduced by Hen-
derson (1953), treats the effects u1, . . . ,um of model (1.5) as fixed and uses the method of moments to
fit the model. The basic idea is to obtain a collection of equations containing the variance components
and the expectations of some selected quadratic forms. This method does not require the assumption of
normality. Here we use the notation y ∼ (µy,Vy)n for a random vector y of dimension n with mean
vector µy and covariance matrix Vy. We consider the new hypotheses

(F0) u1, . . . ,um, e are independent and e ∼ (0, σ2
0W−1)n, ui ∼ (0, σ2

i Iqi)qi , i = 1, . . . ,m, with W
known,
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and we assume that (F0) and (F2)-(F6) hold. Let us write model (1.5) in the form

y = X1β1 + X2β2 + e, (1.11)

where both β1 and β2 are assumed to be fixed effects, and define its reduced version

y = X1β1 + e, (1.12)

For i = 1, . . . ,m, we consider the case

X1 = X(i)
1 = (X,Z1, . . . ,Zi−1), β1 = β(i) and X2 = X(i)

2 = (Zi, . . . ,Zm), β2 = u(i),

where β(i) = (β′,u′1, . . . ,u
′
i−1)′ and u(i) = (u′i, . . . ,u

′
m)′. Calculating the expectations of the sum of

squares of residuals SSR(β1) and SSR(β1,β2) of models (1.12) and (1.11) for each i = 1, . . . ,m, we
obtain a system of linear equations in the variances components. Solving this system we obtain the H3
estimators of σ2

0, σ
2
1, . . . , σ

2
m, given by

σ̂2
0 =

y′Mm+1y

n− rank(X(m+1)
1 )

,

σ̂2
m =

y′Mmy − y′Mm+1y − σ̂2
0

[
rank(X(m+1)

1 )− rank(X(m)
1 )

]
trace(Lm)

,

...
...

σ̂2
i =

y′Miy − y′Mm+1y − σ̂2
0

[
rank(X(m+1)

1 )− rank(X(i)
1 )
]
−
∑m

j=i+1 σ̂
2
j trace(Lj)

trace(Li)
,

...
...

σ̂2
1 =

y′M1y − y′Mm+1y − σ̂2
0

[
rank(X(m+1)

1 )− rank(X(1)
1 )
]
−
∑m

j=2 σ̂
2
j trace(Lj)

trace(Li)
,

where

Mi = W −WX(i)
1 (X(i)t

1 X(i)
1 )−1X(i)t

1 W,

Li = Z′iW[W−1 −X(i)
1 (X(i)t

1 WX(i)
1 )−1X(i)t

1 ]WZi .

For more details see Searle at al. (1992), 202-208, or Searle (1971), 443-445. An estimator of β and
predictors of u1, . . . ,um can be obtained by replacing the variance components σ2

0, σ
2
1, . . . , σ

2
m by their

estimators σ̂2
0, σ̂

2
1, . . . , σ̂

2
m in (1.2) and (1.3).

1.7 Generalized linear mixed models

Let u1, . . . ,um be independent random vectors satisfying

ui ∼ Nqi(0, ϕiΣui), i = 1, . . . ,m,
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where Σu1, . . . ,Σum are known symmetric and positive definite matrices. Let us define u = (u′1, . . . ,u
′
m)′

and q =
∑m

i=1 qi. Then

u ∼ Nq(0,Vu), with Vu = diag(ϕ1Σu1, . . . , ϕmΣum). (1.13)

Let y1, . . . , yn be independent random variables whose densities, given u, belong to the exponential
family; i.e.

f(yj |u) = c(yj) exp {θjyj − b(θj)} , j = 1, . . . , n, (1.14)

where θj ∈ Θ, j = 1, . . . , n, are called natural parameters. Let µj = µ(θj) and σ2
j = σ2(θj) be the

mean and the variance of yj given u. It holds that

µ(θj) =
∂b(θj)
∂θj

, σ2(θj) =
∂µj
∂θj

=
∂2b(θj)
∂θ2

j

, j = 1, . . . , n.

Let us define the quantities
ηj = xjβ + zju, j = 1, . . . , n,

where xj and zj are known vectors of dimensions 1× p and 1× q respectively. A GLMM assumes that

g(µ(θj)) = ηj , j = 1, . . . , n,

where g : M 7→ R is an injective function called link function and M ⊂ R is the set of all possible
values of µ(θj). The natural and the mean parameters depend on the linear predictors ηj through the
functions d = (g ◦ µ)−1 and h = g−1; i.e.

θj = d(ηj) and µj = hj(ηj), j = 1, . . . , n.

For the natural link, g = µ−1, the GLMM assumes

θj = xjβ + zju, j = 1, . . . , n.

The joint probability density function (p.d.f.) of y = (y1, . . . , yn)′ given u is

f1(y|u) =

 n∏
j=1

c(yj)

 exp


n∑
j=1

(
θ′jyj − b(θj)

)
and the loglikelihood is

l1(y|u) = c1 +
n∑
j=1

(
θ′jyj − b(θj)

)
,

where c1 is a constant not depending on θj . The p.d.f. of u is

f2(u) = (2π)−ν/2 |Vu|−1/2 exp
{
−1
2

u′V−1
u u

}
,
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and the loglikelihood of u is

l2(u) = c2 −
1
2
{

log |Vu|+ u′V−1
u u

}
= c2 −

1
2

{
m∑
i=1

(
qi logϕi + log |Σui|+ ϕ−1

i u′iΣ
−1
ui ui

)}
.

The penalized quasi-likelihood (PQL) method is described by Breslow and Clayton (1993), and consist
of maximizing

l(y,u) = l1(y|u) + l2(u),

with respect to β and u. The vector of scores and the Fisher information matrix associated to l(y,u) are

S(θ) =

[
Sβ(θ)
Su(θ)

]
, F(θ) =

[
Fββ(θ) Fβu(θ)
Fuβ(θ) Fuu(θ)

]
,

where θ = (θ1, . . . , θn)′,

Sβ(θ) =
∑n

j=1 x′j [yj − µj ], Su(θ) =
∑n

j=1 z′j [yj − µj ]−V−1
u u,

Fββ(θ) =
∑n

j=1 σ
2
j x′jxj , Fβu(θ) =

∑n
j=1 σ

2
j x′jzj ,

Fuβ(θ) =
∑n

j=1 σ
2
j z′jxj , Fuu(θ) =

∑n
j=1 σ

2
j z′jzj −V−1

u .

If ϕ1, . . . , ϕm are known, the Fisher-scoring algorithm for obtaining the PQL estimator of β and the
predictor of u works as follows:

(A.1) Step 0: Set initial values r = 0, β(0) = βinitial and u(0) = uinitial.

(A.2) Iteration r+ 1: Calculate θ(r)
j = xjβ(r) + zju(r), µ(r)

j = µ(θ(r)
j ), σ2(r)

j = σ2(θ(r)
j ), j = 1, . . . , n.

Update β(r) and u(r) as [
β(r+1)

u(r+1)

]
=

[
β(r)

u(r)

]
+
[
F(θ(r))

]−1
S(θ(r)).

(A.3) End: Repeat step (A.2) until convergence of β(r) and u(r)
i , i = 1, . . . ,m.

In the following, we describe a method for obtaining estimates of ϕ1, . . . , ϕm. For this, let us denote
l1(β,u) = l1(y|u) and let β◦ and u◦ be the values that maximize l1(β,u). Consider a Taylor series
expansion of l1(β,u) around β◦ and u◦, i.e.

l1(β,u) ≈ l1(β◦,u◦) +
(
∂l1(β◦,u◦)

∂β
,
∂l1(β◦,u◦)

∂u

)(
β − β◦

u− u◦

)

+
1
2
(
β′ − β◦t,u′ − u◦t

)( ∂2l1(β◦,u◦)
∂β∂β′

∂2l1(β◦,u◦)
∂β∂u′

∂2l1(β◦,u◦)
∂u∂β′

∂2l1(β◦,u◦)
∂u∂u′

)(
β − β◦

u− u◦

)
(1.15)
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After some straightforward algebra, we get

l1(y|u) ≈ c+
1
2
(
β′ − β◦t,u′ − u◦t

)( X′

Z′

)(
∂2l1
∂η∂η′

)
(X,Z)

(
β − β◦

u− u◦

)
≈ c− 1

2
(η◦ − η)′W (η◦ − η) .= `1(η◦|u),

where η = Xβ + Zu, η◦ = Xβ◦ + Zu◦ and

W = −E
[
∂2l1(y|u)
∂η∂η′

]∣∣∣∣
η=η◦

. (1.16)

As we have seen, l1(y|u) ≈ `1(η◦|u). Then the marginal p.d.f. are also approximately equal, i.e.
l1(y) ≈ `1(η◦). This is to say, the values of ϕ1, . . . , ϕm maximizing l1(y) are approximately equal to
those maximizing `1(η◦). Further `1(η◦) is obtained from `1(η◦|u) and l2(u) (both are log-likelihoods
of normal distributions). Then,

• `1(η◦) is the loglikelihood of η◦ ∼ N(Xβ,Vy), with Vy = Z′VuZ + W−1,

• It is assumed that η◦ follows the model η◦ = Xβ + Zu + e, where e ∼ N(0,W−1) and
u ∼ N(0,Vu) are independent.

• The values of ϕ1, . . . , ϕm that maximize `1(η◦) and `1(η◦|u) + l2(u) are equal.

McGilchrist (1994) proposed to estimate ϕ1, . . . , ϕm by maximizing `1(η◦). Depending on the approach
(ML or REML) when doing this, one gets the PQL-ML or the PQL-REML estimates.

The PQL-ML approach maximizes `1(η◦) to obtain estimates of ϕ1, . . . , ϕm. For this sake, we
assume the model

η◦ = Xβ + Zu + e, (1.17)

where e ∼ N(0,W−1) and u ∼ N(0,Vu) are independent. Therefore η◦ ∼ N(Xβ,Vy), with
Vy = ZVuZ′ + W−1 and Vu = diag(ϕ1Σu1 , . . . , ϕmΣum). The log-likelihood of η◦ under model
(1.17) is

`ML(η◦) = −nq
2

log 2π − 1
2

log |Vy| −
1
2

(η◦ −Xβ)′Vy
−1(η◦ −Xβ). (1.18)

In practice, the PQL-ML estimates of ϕ1, . . . , ϕm are obtained through the Fisher-scoring algorithm.
On the other hand, PQL-REML approach obtains estimates of ϕ1, . . . , ϕm by applying the Fisher-

scoring algorithm to the REML log-likelihood

lREML(η◦) = −1
2

(qn− p) log 2π − 1
2

log |K′VyK| −
1
2
η◦tPη◦, (1.19)

where

P = V−1
y −V−1

y X(X′V−1
y X)−1X′V−1

y and K = W −WX(X′WX)−1X′W.
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Chapter 2

Small Area EBLUP

2.1 Introduction

In small area estimation samples are drawn from a finite population, but estimations are required for
subsets (called small areas or domains) where the effective sample sizes are too small to produce reliable
direct estimates. An estimator of a small area parameter is called direct if it is calculated just with the
sample data coming from the corresponding small area. Thus, the lack of sample data from the target
small area affects seriously the accuracy of the direct estimators, and this fact has given rise to the
development of new tools for obtaining more precise estimates. See a description of this theory in the
monograph of Rao (2003), or in the reviews of Ghosh and Rao (1994), Rao (1999), Pfeffermann (2002)
and more recently Jiang and Lahiri (2006). Mixed models increase the effective information used in the
estimation process by linking all observations of the sample, and at the same time they can allow for
between-area variation. Models of this kind have been used for instance in the United States to estimate
per capita income for small areas (Fay and Herriot, 1979), for estimating census undercount (Ericksen
and Kadane 1985, and by Dick 1995), and for estimating poor school-age children (National Research
Council, 2000). It is worth to mention that “using these estimates, the U.S. Department of Education
allocates annually over $7 billion of general funds to counties, and then the states distribute these funds
among school districts” (Rao, 2003). The usage of these techniques is not restricted to socioeconomic
data; an example in the field of agriculture is the work of Battese, Harter and Fuller (1988), who used a
mixed linear model to estimate county crop areas.

Consider a linear parameter η, i.e. a parameter that is a linear combination of the values that the tar-
get variable takes in the population units. The Best Linear Unbiased Predictor (BLUP) of η depends on
unknown quantities; typically, variance components and/or correlations. When those quantities are re-
placed by suitable estimators, then the resulting predictor is called Empirical BLUP (EBLUP). Due to the
estimation of the variance components, these predictors are not linear on the values of the target variable.
Then, the exact Mean Squared Error (MSE) of an EBLUP cannot be analytically derived and this fact
has given rise to the development of approximations based on Taylor expansions. First simplification of
the MSE was given by Kackar and Harville (1981), assuming normality of the model errors and the ran-
dom effects. In a second paper, Kackar and Harville (1984) provided an approximation of the mentioned

17
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MSE and proposed an estimator based on it. Prasad and Rao (1990) gave a new approximation for mod-
els with block-diagonal covariance matrices. Under certain regularity assumptions for the model and the
estimators of variance components, they showed that when the number of blocksD tends to infinity, their
approximation is of order o(D−1). They also studied a new estimator of the MSE and gave the specific
expressions of this estimator for Fay-Herriot, nested-error and random-coefficient models. The condi-
tions imposed on the estimators of the variance components are satisfied by estimators obtained by the
Henderson 3 method, but they cannot be verified for maximum likelihood estimators. Datta and Lahiri
(2000) provided the analogue MSE estimator for general models with block-diagonal covariance matri-
ces, when variance components are estimated by Maximum Likelihood (ML) or by Residual Maximum
Likelihood (REML) methods. More recently, Das, Jiang and Rao (2004) studied the approximation of
the MSE for a wider class of models, including ANOVA and longitudinal random effects models, when
variance components are estimated by ML or REML. In Section 2.2 we introduce the closed-formula
estimator of the MSE given by Prasad and Rao (1990) with the extension to REML estimators given by
Das, Jiang and Rao (2004).

A more complex situation for MSE estimation appears when a generalized linear mixed model is
assumed for the target variable. There is some interesting research done in this area using hierarchical
Bayes methodology (see, e.g., Malec et al., 1997; Ghosh et al., 1998; Farrell et al., 1997). In the frequen-
tist framework, Jiang and Lahiri (2001) proposed an empirical best predictor (in terms of the MSE) and
obtained an approximation of the MSE correct up to order o(D−1), where D is the number of small areas.
Jiang (2003) extended the Jiang-Lahiri results to generalized linear mixed models. González-Manteiga
et al. (2007) gave a simple (although not best) predictor, called generalized EBLUP (GEBLUP). They
also gave an easy-to-apply closed formula estimator of the MSE of the GEBLUP when the GLMM is
fitted by using the approach given in Section 2.2. This MSE estimator is described in Section 2.3.

Resampling represents a solution when some characteristic of the distribution (or the distribution
itself) of a statistic is required, but its exact analytical expression is not available. This happens often
when the statistic is not linear on the values of the target variable/s; for instance, in the case of the median;
or when the statistic is defined under a semi-parametric or nonparametric setting. Even in some cases
where large sample approximations are available, bootstrap might provide more accurate alternatives
because of its second-order accuracy, usually not achieved by asymptotic methods. This property is
mentioned in Efron and Tibshirani (1993), and proved by Hall (1992). For these reasons, we consider
of interest using bootstrap methods, which are applicable for estimating the MSE under more general
model assumptions and extensible to other types of small-area parameters and corresponding estimators,
linear or not.

Some resampling methods for estimation of the MSE of empirical predictors can already be found in
the literature. The jackknife methodology proposed by Jiang et al. (2002) provides estimators with bias
of order O(D−3/2). Pfeffermann and Tiller (2005) proposed a parametric and a nonparametric bootstrap
methods for estimating the same quantity under state-space models. Recently, Hall and Maiti (2006a,
2006b) introduced a parametric and a matched-moment double-bootstrap algorithms, and González-
Manteiga et al. (2007, 2008, 2009) applied bootstrap procedures to logistic and normal mixed models.
In Section 2.4 a parametric bootstrap method is given, based on the works of González-Manteiga et al.
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2.2 The EBLUP and its mean squared error

Let Ω = {1, . . . , N} be a finite population, s ⊂ Ω a sample of size n ≤ N drawn from Ω and r = Ω− s
be the set of non sampled units. Let y = (y1, . . . , yN )′ be the vector containing the values of the target
variable for the population units and consider a decomposition of y = (y′s,y

′
r)
′ in the sample elements

ys and the non-sample elements yr. Let a = (a′s,a
′
r)
′ be a vector of known constants. We are interested

in predicting the linear quantity
η = a′y = a′sys + a′ryr,

where y follows model (1.1). Replacing yr = Xrβ+ Zru + er, we obtain η = a′sys + τ + a′rer, where
τ = a′r(Xrβ+ Zru). The EBLUP of η is η̂E = a′sys + τ̂E , where τ̂E is equal to (1.4) with the variance
components ϕ = (σ2, ϕ1, . . . , ϕm) replaced by their estimates. Under the regularity assumptions stated
in Das, Jiang and Rao (2004), a second order approximation to the mean squared error of η̂ is

MSE(η̂E) ≈ g1(ϕ) + g2(ϕ) + g3(ϕ) + g4(ϕ),

g1(ϕ) = a′rZrTsZ′rar.

g2(ϕ) = [a′rXr − a′rZrTsZ′sV
−1
es Xs]Qs[X′rar −X′sV

−1
es ZsTsZ′rar],

g3(ϕ) = tr
{

(∇b′)Vs(∇b′)′E
[
(ϕ̂−ϕ)(ϕ̂−ϕ)′

]}
,

g4(ϕ) = a′rVerar,

where Qs = (X′sV
−1
s Xs)−1, b′ = (b1, . . . , bn) = a′rZrVuZ′sV

−1
s , Ts = Vu −VuZ′sV

−1
u ZsVu,

ϕ0 = σ2,
∂b′

∂ϕj
=
(
∂b1
∂ϕj

, . . . ,
∂bn
∂ϕj

)
, ∇b′ =


∂b′

∂ϕ0

∂b′

∂ϕ1

...
∂b′

∂ϕm

 =


∂b1
∂ϕ0

. . . ∂bn
∂ϕ0

∂b1
∂ϕ1

. . . ∂bn
∂ϕ1

... . . .
...

∂b1
∂ϕm

. . . ∂bn
∂ϕm


(m+1)×n

.

A closed-formula estimator of MSE(η̂E) can be obtained from the results of Prasad and Rao (1990) or
Das, Jiang and Rao (2001). When ϕ̂ is unbiased or approximately unbiased (Henderson 3 and REML
methods), this estimator is given by

mse(η̂E) = g1(ϕ̂) + g2(ϕ̂) + 2g3(ϕ̂) + g4(ϕ̂), (2.1)

and when ϕ̂ is estimated by ML, the MSE estimator is

mse(η̂E) = g1(ϕ̂) + g2(ϕ̂) + 2g3(ϕ̂) + g4(ϕ̂)− bϕ̂(ϕ)∇g1(ϕ). (2.2)

The term bϕ̂(ϕ) is the approximate bias of ϕ̂. When V satisfies

V = diag(V1, . . . ,Vm), with Vi = ZiVuiZ′i + Vei, i = 1, . . . ,m,

then model (1.1) can be decomposed in m submodels

yi = Xiβ + Ziui + ei, i = 1, . . . ,m, (2.3)
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where y = (y′1, . . . ,y
′
m)′, X = (X′1, . . . ,X

′
m)′, Z = diag(Z1, . . . ,Zm)′, u = (u′1, . . . ,u

′
m)′, e =

(e′1, . . . , e
′
m)′, Xi is ni × p, Zi is ni × qi, yi is ni × 1, n =

∑m
i=1 ni and q =

∑m
i=1 qi. Then, an

approximation of the bias (see Rao (2003)) of the ML estimator ϕ̂ is

bϕ̂(ϕ) =
1

2m

{
I−1(ϕ) col

1≤j≤m

[
trace

[
m∑
i=1

(X′iV
−1
i Xi)−1

(
m∑
i=1

X′iV
(j)
i Xi

)]]}
,

where col
1≤j≤m

[aj ] is a column vector with components aj , j = 1, . . . ,m, and

V(j)
i =

∂V−1
i

∂ϕj
= −V−1

i

∂Vi

∂ϕj
V−1
i , j = 1, . . . ,m,

and I(ϕ) is the Fisher information matrix, whose elements are

Ijk(ϕ) =
1
2

m∑
i=1

trace
[(

V−1
i

∂Vi

∂ϕj

)(
V−1
i

∂Vi

∂ϕk

)]
, j, k = 1, . . . ,m.

2.3 The GEBLUP and its mean squared error

In this section we assume that y = (y′s,y
′
r)
′ follows the model (1.13)-(1.14). We are interested in

predicting the linear quantity
δ = a′y = a′sys + a′ryr.

The model equation for sample data is µ(θs) = hs(ηs), where ηs = Xsβ+ Zsu and θs is the vector of
sampled natural parameters. Fitting this model we obtain the predictor η̂r = Xrβ̂ + Zrû and then we
can take hr(η̂r) as a predictor of yr. Thus a predictor of δ, called generalized EBLUP (or GEBLUP), is

δ̂ = a′sys + a′rhr(η̂r),

and the prediction error is δ̂ − δ = a′r[hr(η̂r)− yr]. The MSE of δ̂ is given by

MSE(δ̂) = E[(δ̂ − δ)(δ̂ − δ)′] = E
[
ar {hr(η̂r)− yr} {h(η̂r)− yr}′ ar

]
.

Let us define VGr = E[(yr − hr(ηr))(yr − hr(ηr))′]. Then

MSE(δ̂) = E
[
a′r {hr(η̂r)− hr(ηr)} {hr(η̂r)− hr(ηr)}

′ ar
]

+ a′rVGrar
+ a′rE

[
{hr(η̂r)− hr(ηr)} {hr(ηr)− yr}′

]
ar

+ a′rE
[
{hr(ηr)− yr} {hr(η̂r)− hr(ηr)}

′]ar = S1 + S2 + S3 + S4.

A Taylor linearization of hr(η̂r) yields to the approximation of the first term; i.e.

S1 = E
[
a′r {hr(η̂r)− hr(ηr)} {h(η̂r)− hr(ηr)}

′ ar
]
≈ E

[
a′rHr(η̂r − ηr)(η̂r − ηr)′H′rar

]
.
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Let us define the parameter τG = α′rηr = α′r(Xrβ + Zru), the vector α′r = a′rHr and the predictor
τ̂GE = α′rη̂r = α′r(Xrβ̂ + Zrû), where

Hr = diag(ḣ1, . . . , ḣNr) and ḣj =
∂hj(ηj)
∂ηj

, j = 1, . . . , Nr.

Then
S1 ≈ E[(τ̂GE − τG)(τ̂GE − τG)′] = MSE(τ̂GE).

In the case of using the PQL-ML method to estimateβ and ϕi, i = 1, . . . ,m, the GLMM is approximated
by the linear (normal) mixed model with log-likelihood function (1.18). Alternatively we can maximize
the log-likelihood (1.19), to apply the PQL-REML method. These approximations to the normal model
allow to apply the results in Kackar and Harville (1984) to approximate the last two terms of MSE(δ̂),
S3 and S4, to zero. Further, under the PQL-REML approximation to a normal model we can apply the
results of Section 2.2. In this way, we obtain

MSE(δ̂) ≈ G1(ϕ) + G2(ϕ) + G3(ϕ) + G4(ϕ),

where

G1(ϕ) = σ2a′rHrZrTsZ′rH
′
rar,

G2(ϕ) = σ2a′rHr

[
Xr − ZrTsZ′sWsXs

]
Qs

[
X′r −X′sWsZsTsZ′r

]
H′rar,

G3(ϕ) = tr
{

(∇b′)Vs(∇b′)′E
[
(ϕ̂−ϕ)(ϕ̂−ϕ)′

]}
,

G4(ϕ) = a′rVGra′r ≈ a′rcov(yr|u)ar,

Ts =
(
V−1
u + Z′sWsZs

)−1, Qs = (X′sV
−1
s Xs)−1, Vs = ZsVuZ′s + W−1

s , b′ = (b1, . . . , bn) =
a′rHrZrVuZ′sV

−1
s ,∇b′ is defined in Section 2.2 and Ws is defined in (1.16). Finally, a closed-formula

estimator of MSE(δ̂) is

mse(δ̂) = G1(ϕ̂) + G2(ϕ̂) + 2G3(ϕ̂) + G4(ϕ̂).

2.4 Bootstrap estimation of the MSE

This section introduces a parametric bootstrap method to estimate the mean squared error of estimators
of finite population quantities. Parametric bootstrap procedures rely on the assumption that the vec-
tor of observations y follows a given parametric distribution. Here we describe the bootstrap method
considering that y follows a nested error regression model, but extension to other types of models is
straightforward. Thus, assume the superpopulation model

ξ : y = Xβ + Zu + e, (2.4)

where yN×1 is the vector of response variables, βp×1 is the vector of the coefficients of the explanatory
variables or fixed effects, uD×1 ∼ N(0,Vu) is the vector of random effects with covariance matrix
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Vu = σ2
uID, where ID = diag(1, . . . , 1)D×D, XN×p is an incidence matrix with known elements,

Z = diag(1Nd
; d = 1, ..., D) is a block-diagonal matrix with 1a = (1, ..., 1)′a×1, and eN×1 ∼ N(0,Ve),

with Ve = σ2
eW

−1, is the vector of random perturbations, independent of u.
Let Ω be a finite population generated by the superpopulation model ξ. Let η = η(ξ) be a linear

function of the fixed and random effects of ξ. Let s be a sample extracted from Ω using a certain
sampling design. The following steps describe a bootstrap procedure designed for estimating the mean
squared error of the EBLUP η̂E , MSE(η̂E):

Step 1. From the sample s, calculate estimators σ̂2
u, σ̂2

e and β̂E of σ2
u, σ2

e and β respectively.

Step 2. Generate D independent copies of a variable T1 with E(T1) = 0 and V ar(T1) = 1. Construct
the vector u∗ = σ̂uT1 of size D, with mean 0D and covariance matrix V̂u = σ̂2

uID.

Step 3. Generate N =
∑D

d=1Nd independent copies of a random variable T2 with E(T2) = 0 and
V ar(T2) = 1, independent of T1. Construct the vector e∗ = σ̂eW−1/2T2 of size N , with mean
0N and covariance matrix V̂e = σ̂2

eW
−1.

Step 4. With the elements of the incidence matrices X and Z known for each unit in the population,
construct the bootstrap superpopulation model

ξ∗ : y∗ = Xβ̂E + Zu∗ + e∗. (2.5)

For the model ξ∗, the parameter η∗ = η(ξ∗) is defined by analogy to the parameter η = η(ξ), but as
function of the components of the bootstrap model ξ∗. Further, s∗ denotes a sample generated from
ξ∗, η̂∗B the BLUP and η̂∗E the EBLUP of η∗ constructed from s∗ in the same way as η̂B and η̂E were
obtained from s. Under model ξ∗, given the initial sample s, the mean squared error of η̂∗E is denoted by
MSE∗(η̂∗E). Thus, for estimating the MSE of η̂E , our first proposal is the bootstrap mean squared error
MSE∗1(η̂E) = MSE∗(η̂∗E). In practice, this estimator is approximated via Monte Carlo in the following
way:

Step 5. Given the bootstrap superpopulation model ξ∗, generate independent and identically distributed
samples s∗(b), b = 1, ..., B, containing the same units as s, and calculate bootstrap parameters
η∗(b) = η(ξ∗(b)), b = 1, ..., B.

Step 6. From each sample s∗(b), calculate the bootstrap EBLUP η̂
∗(b)
E of η∗(b). The Monte Carlo

approximation of the bootstrap estimator MSE∗1(η̂∗E) is given by

mse∗1(η̂∗E) = B−1
B∑
b=1

(η̂∗(b)E − η∗(b))2. (2.6)

Remark 2.4.1. The bootstrap procedure described here is applicable to other parameters η(ξ) linear or
not, and their corresponding predictors η̂.
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Remark 2.4.2. In the case of LMMs it is possible to obtain a less biased estimator of the MSE by
correcting for the bias of g1(θ̂) + g2(θ̂) + g4(θ̂) (cf. Section 2.2). Following Pfefferman and Tiller
(2005), a bias-corrected bootstrap estimator is

MSE∗2(η̂∗E) = 2[g1(θ̂) + g2(θ̂) + g4(θ̂)]− E∗[g1(θ̂
∗
) + g2(θ̂

∗
) + g4(θ̂

∗
)] + E∗[(τ̂∗E − τ̂∗B)2]. (2.7)

A Monte Carlo approximation of (2.7), denoted mse∗2(η̂∗E), is obtained similarly as (2.6).
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Chapter 3

Time Models

3.1 introduction

Mixed models that borrow strength across time are well suited for the analysis of longitudinal data,
where each time series constitutes an individual curve. Diggle et al. (2005) describe statistical models
and methods for the analysis of longitudinal data and they show that mixed models play a fundamental
role. However main applications of these models have been to biological and health sciences.

As pointed out in Pfeffermann (2002) a typical time series model fitted to survey data consists of two
parts: a model fitted to the population quantity of interest and a model fitted to the sampling errors. He
considered a general class of state-space models for a single area d with the index t designing time that
was previously introduced by Pfeffermann and Burck (1990). This model is

ydt = θdt + edt = xdtβdt + edt, (3.1)

βdt = Ttβd,t−1 + udt, edt ∼ ARMA(a, b),

where βdt (p × 1) is a random state vector, Tt (p × p) is a fixed transition matrix and edt and udt =
(udt1, . . . , udtp)′ are independent random errors with V ar(edt) = σ2 and V ar(udt) = Q respectively.
It is also assumed that E(udt u′d,t−j) = 0 for j > 0. In model (3.1) ydt is the direct sample estimate
for area d at time t and θdt = xdtβdt is the target quantity, modeled as a linear combination of known
concomitant variables with random coefficients, and edt = ydt − θdt is the sampling error. The notation
ARMA(a, b) defines an Auto-Regressive Moving Average model of order (a, b), as in Box and Jenkins
(1976). Model (3.1) accounts for the time series relationships between the true area quantities via the
model postulated for the state vectors and for the autocorrelations between the sampling errors. Model
(3.1) contains as unknown hyper-parameters the variances and covariances appearing in Q, the parame-
ters of the ARMA model of the sampling error and possibly also some of the elements of the transition
matrices Tt. Because of possible identification problems and in order to simplify the maximization of
the likelihood, it is customary to estimate the ARMA parameters based on external estimates of the vari-
ance and autocorrelations of the sampling error. Pfeffermann et al. (1998) developed a simple method
to estimate the sampling error autocorrelations for rotating panel sampling designs. The remaining pa-
rameters are estimated with the values maximizing the likelihood when fixing the ARMA parameters

27
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at their estimated values. The likelihood function is conveniently obtained by using the Kalman filter,
which for known hyper-parameters yields the BLUP of the state vector and the corresponding prediction
error variance-covariance matrix of every time t. See Harvey (1989) for more details.

In the field of small area estimation, data are often available for many small areas simultaneously,
although possibly for only a few time points. In such cases, it is desired to borrow information both
cross-sectionally and over time. A way of accounting for cross-sectional relationships under model (3.1)
is by allowing non null correlations among the components of the error terms udt. Pfeffermann and
Burck (1990) derive the explicit expression of the small area predictor for the case in which the state
vector is a random walk and the sampling errors are uncorrelated.

Rao and Yu (1994) gave a simple way of borrowing information cross-sectionally and over time
by introducing a model containing both contemporary random effects and time varying effects. They
proposed the extension of the basic Fay Herriot model

ydt = xdtβ + vd + udt + edt, d = 1, . . . , D, t = 1, . . . , T, (3.2)

where ydt is a direct estimator of the indicator of interest and xdt is a vector containing the aggregated
(population) values of p auxiliary variables. The index d is used for domains and the index t for time
instants. They assume that v1, . . . , vD are i.i.d. normal, (ud1, . . . , udT )’s follow i.i.d. AR(1) processes
(i.e. they follow autoregressive processes of order 1), e11, . . . , eDT are i.i.d. normal, and the vd’s, the
(ud1, . . . , udT )’s and the edt’s are independent.

Ghosh, Nangia and Kim (1996) proposed a slightly more complicated time correlated area level
model to estimate the median income of four-person families for the fifty American states and the district
of Columbia. You and Rao (2000) and Datta, Lahiri and Maiti (2002) used the Rao-Yu model, but
replacing the AR(1) process by a random walk model. Datta, Lahiri, Maiti and Lu (1999) considered a
similar model but added extra terms to the linking models to reflect seasonal variation in their application.
They applied their model to estimate monthly unemployment rates for the nine American states and the
district of Columbia. You, Rao and Gambino (2001) applied the the Rao-Yu model to estimate monthly
unemployment rates for census metropolitan areas in Canada. All these models are formulated at the
area level. Sections 3.4 and 3.5 introduces the area-level time linear mixed models to be developed in
the SAMPLE project. They are related to the model of Rao and Yu (1994) in the sense that only udt is
considered to take into account the area-by-time variability through specific random effects.

Regarding applications, most time models used for small area estimation have been formulated at the
area level. Unit-level models needs more requirements (e.g. the same data at the the unit level and at the
aggregated level and with the same variable definitions) and more sophisticated software. The natural
extension of (3.2) to a unit-level model is

ydtj = xdtjβ + u1,d + u2,t + w
−1/2
dtj edtj , d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt, (3.3)

where ydtj is the characteristic of interest for unit j, time instant t and area d, xdtj is a vector containing
the values of p auxiliary variables andwdtj is a heteroscedasticity weight. This model was used in the EU-
RAREA project assuming that area effects u1,1, . . . , u1,D are i.i.d. normal, time effects u2,1, . . . , u2,mD
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are either i.i.d. normal or follows an AR(1) process, errors e11, . . . , eDmD
are i.i.d. normal, and the

three sets of random terms in the model (the u1,d’s, the u2,t’s and the edtj’s) are independent. Further-
more the EURAREA team developed a SAS-IML code to fit these models. See the project reports in
http://www.statistics.gov.uk/eurarea/download.asp. Later Fabrizi, Ferrante and Pacei (2007) considered
a linear mixed model with the same equation as (3.3), but assuming that area and time effects are i.i.d.
normal, errors follow an AR(1) process and they are all mutually independent.

Stukel and Rao (1997, 1999) studied the two-fold nested error regression model

ydtj = xdtjβ + u1,d + u2,dt + w
−1/2
dtj edtj , d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt, (3.4)

where the area effects u1,d’s are i.i.d. N(0, σ2
1), the time by area effects u2,dt’s are N(0, σ2

2), the errors
edtj’s are i.i.d. N(0, σ2

0), and the u1,d’s, the u2,t’s and the edtj’s are independent. Datta and Ghosh
(1991) and Pfeffermann and Barnard (1991) used the two-fold model for the special case of cluster-
specific covariates, i.e. when xdtj = xdt = (xdt1, . . . , xdtp)′ for all j. Ghosh and Lahiri (1988) studied
the case x′dtjβ = β of no auxiliary information.

Sections 3.2 and 3.3 introduce the unit-level time linear mixed models to be developed in the SAM-
PLE project. They are more general than the model developed in the EURAREA project in the sense
that u2,t is substituted by u2,dt, as in Stukel and Rao (1997, 1999). In this way we allow the time effects
to vary across areas. Finally, Sections 3.6 and 3.7 are devoted to unit-level GLMM models.

3.2 Individual-level linear model with correlated time effects

Consider a particular case of the linear mixed model (1.5) with two nested random factors, the first one
with D levels and, for each level d (d = 1, . . . , D) the second one with md sublevels. More concretely,
assume that

ydtj = xdtjβ + u1,d + u2,dt + w
−1/2
dtj edtj , d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt, (3.5)

where ydtj is the characteristic of interest for unit j, time instant t and area d, xdtj is a vector containing
the values of p auxiliary variables and wdtj is a heteroscedasticity weight. To complete the definition of
model (3.5) we assume that the random effects u1,d’s are i.i.d. N(0, σ2

1), the vectors (u2,d1, . . . , u2,dmd
),

d = 1, . . . , D, follow i.i.d. AR(1) processes with variance and auto-correlation parameters σ2
2 and ρ

respectively, the errors edtj’s are i.i.d. N(0, σ2
0), and the u1,d’s, the u2,dt’s and the edtj’s are independent.

Model (3.5) has a regression component that incorporates the auxiliary information. For the variabil-
ity not explained by the x-variables, two random factors are considered. The first random factor models
the between-areas variability and the second one models the time variability within each given area. The
components u1,1, . . . , u1,D are assumed independent. The generalization to the dependent case yields to
time-space linear models.

Model (3.5) can be expressed in matrix notation as

y = Xβ + Z1u1 + Z2u2 + W−1/2e, (3.6)
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where u1 = u1,D×1 ∼ N (0, σ2
1ID), u2 = u2,M×1 ∼ N (0, σ2

2Ω(ρ)) and e = en×1 ∼ N(0, σ2
0In) are

independent and contain the u1,d’s, the u2,dt’s and the edtj’s respectively, y = yn×1 and X = Xn×p con-
tain the ydtj’s and the xdtj’s respectively, β = βp×1, Z1 = diag

1≤d≤D
(1nd

), Z2 = diag
1≤d≤D

( diag
1≤t≤md

(1ndt
)),

M =
∑D

d=1md, n =
∑D

d=1 nd, nd =
∑md

t=1 ndt, Ia is the identity matrix of order a, 1a is a col-
umn vector of dimension a with all its elements equal to 1, W = diag

1≤d≤D
(Wd), Wd = diag

1≤t≤md

(Wdt),

Wdt = diag
1≤j≤ndt

(wdtj)n×n with wdtj > 0 known, d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt and the

covariance matrix of u2 is Ω(ρ) = diag
1≤d≤D

(Ωd), where

Ωd = Ωd(ρ) =
1

1− ρ2



1 ρ . . . ρmd−2 ρmd−1

ρ 1
. . . ρmd−2

...
. . . . . . . . .

...

ρmd−2 . . . 1 ρ

ρmd−1 ρmd−2 . . . ρ 1


md×md

. (3.7)

The model will be fitted by using the REML method with the parametrization

σ2 = σ2
0, ϕ1 =

σ2
1

σ2
0

, ϕ2 =
σ2

2

σ2
0

, ρ = ρ.

3.3 Individual-level linear model with independent time effects

In this section we present a simplification of model (3.5) that is useful for those cases where survey data
is only available for a reduced number of time instants. The new model is defined in the same way as
model of Section 3.2, but assuming that ρ = 0. Parameter estimates of model (3.8) can also be used as
seeds for an iterative fitting method in model (3.5). We assume that

ydtj = xdtjβ + u1,d + u2,dt + w
−1/2
dtj edtj , d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt, (3.8)

where the area effects u1,d’s are i.i.d. N(0, σ2
1), the time by area effects u2,dt’s are N(0, σ2

2), the errors
edtj’s are i.i.d. N(0, σ2

0), and the u1,d’s, the u2,t’s and the edtj’s are mutually independent. Model (3.8)
is equal to the model (3.4) studied by Stukel and Rao (1999).

Model (3.8) can be expressed alternatively as

y = Xβ + Z1u1 + Z2u2 + W−1/2e, (3.9)

where u1 = u1,D×1 ∼ N(0, σ2
1ID), u2 = u2,M×1 ∼ N(0, σ2

2IM ) and e = en×1 ∼ N(0, σ2
0In) are

independent and contain the u1,d’s, the u2,t’s and the edtj’s respectively. The remaining vectors and
matrices appearing in the model equation are defined in the same way as for model (3.6). This model
will be fitted by using the REML method with the parametrization

σ2 = σ2
0, ϕ1 =

σ2
1

σ2
0

, ϕ2 =
σ2

2

σ2
0

.
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3.4 Area-level linear model with correlated time effects

Let us consider the model

ydt = xdtβ + udt + edt, d = 1, . . . , D, t = 1, . . . ,md, (3.10)

where ydt is a direct estimator of the indicator of interest for area d and time instant t, and xdt is a
vector containing the aggregated (population) values of p auxiliary variables. The index d is used for
domains and the index t for time instants. We further assume that the random vectors (ud1, . . . , udmd

),
d = 1, . . . , D, follow i.i.d. AR(1) processes with variance and auto-correlation parameters σ2

u and ρ
respectively, the errors edtj’s are independent N(0, σ2

dt) with known σ2
dt’s, and the udt’s are independent

of the edt’s.
In matrix notation the model is

y = Xβ + Zu + e, (3.11)

where y = col
1≤d≤D

(yd), yd = col
1≤t≤md

(ydt), u = col
1≤d≤D

(ud), ud = col
1≤t≤md

(udt), e = col
1≤d≤D

(ed),

ed = col
1≤t≤md

(edt), X = col
1≤d≤D

(Xd), Xd = col
1≤t≤md

(xdt), xdt = col′
1≤j≤p

(xdtj), β = col
1≤j≤p

(βj), Z =

IM×M and M =
∑D

d=1md. In this notation, u ∼ N(0,Vu) and e ∼ N(0,Ve) are independent with
covariance matrices

Vu = σ2
uΩ(ρ), Ω(ρ) = diag

1≤d≤D
(Ωd(ρ)), Ve = diag

1≤d≤D
(Ved), Ved = diag

1≤t≤md

(σ2
dt),

where the σ2
dt are known and Ωd(ρ) is defined in (3.7). The REML method will be used to fit this model.

3.5 Area-level linear model with independent time effects

This section presents a simplification of model (3.10) that is useful for those cases where survey data
is only available for a reduced number of time instants. The new model is defined in the same way as
model of Section 3.4, but assuming that ρ = 0. Parameter estimates of model (3.12) can also be used as
seeds for an iterative fitting method in model (3.10). We assume that

ydt = xdtβ + udt + edt, d = 1, . . . , D, t = 1, . . . ,md, (3.12)

where the vectors udt’s are N(0, σ2
u), the errors edt’s are independent N(0, σ2

dt), and the udt’s are inde-
pendent of the edt’s. This model is more general than model (3.2) considered by Rao and Yu (1994) in
the sense that ud is substituted by udt to take into account the area-by-time variability through specific
random effects.

Model (3.12) can be alternatively written in the form

y = Xβ + Zu + e, (3.13)
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where u ∼ N(0,Vu) and e ∼ N(0,Ve) are independent with covariance matrices

Vu = σ2
uIM , IM = diag

1≤d≤D
(Imd

), Ve = diag
1≤d≤D

(Ved), Ved = col
1≤t≤md

(σ2
dt),

and error variances σ2
dt assumed to be known. The vectors y and β and the matrices X and Z are defined

in the same way as for model (3.6). This model will be fitted by the REML method.

3.6 Logistic model with correlated time effects

In this section we introduce a logistic mixed model at the unit level with time correlated random effects.
The model is useful when response variables are dichotomic or binomial and we are willing to model
area and time variability. To introduce the model we first give the assumptions on the random factors.

Let u1,d and u2,dt denote random effects of area d and of time instant t within area d respectively. Let
u1 = col

1≤d≤D
(u1,d) and u2 = col

1≤d≤D
(u2,d), with u2,d = col

1≤t≤md

(u2,dt), be the random vectors containing

the random effects and define u = (u′1,u
′
2)′. Assume that

u1 ∼ N(0, ϕ1ID) and u2 ∼ N(0, ϕ2Ω(ρ))

are independent with Ω(ρ) = diag
1≤d≤D

(Ωd) and with Ωd defined in (3.7). Then Vu = var(u) =

diag(ϕ1ID, ϕ2Ω(ρ)).
Concerning the target variable, we assume that the observations ydtj , given u, are independent with

binomial distributions

ydtj |u1,d,u2,dt
∼ Bin(νdtj , pdtj), d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt, (3.14)

where
∑md

t=1 ndt = nd,
∑D

d=1 nd = n and
∑D

d=1md = M . For the natural parameter ηdtj = log(pdtj/(1−
pdtj)), we assume the model

ηdtj = xdtjβ + u1,d + u2,dt, d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt, (3.15)

where xdtj is the row (d, i, j) of matrix X = col
1≤d≤D

(Xd), Xd = col
1≤t≤md

(Xdt), Xdt = col
1≤j≤ndt

(xdtj).

The mean and the variance of ydtj , given u1,d and u2,dt, are µdtj = νdtjpdtj and wdtj = νdtjpdtj(1−
pdtj) respectively. The probabilities pdtj are obtained from the natural parameters by using the formulas

pdtj =
exp{ηdtj}

1 + exp{ηdtj}
, d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt.

In matrix notation model (3.15) can be expressed in the form

η = Xβ + Z1u1 + Z2u2 = Xβ + Zu,

where
Z1 = diag

1≤d≤D
(1nd

), Z2 = diag
1≤d≤D

( diag
1≤t≤md

(1ndt
)) and Z = (Z1,Z2).

This model can be fitted by the PQL-REML method.
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3.7 Logistic model with independent time effects

This section presents a simplification of the model of Section 3.6 that is useful for those cases where
survey data is only available for a reduced number of time instants. The new model is defined in the
same way as before, but assuming that ρ = 0. Parameter estimates of model (3.16) can also be used as
seeds for an iterative fitting method in model (3.15).

Let u1,d and u2,dt be the random effects for area d and time instant t (within area d). Let u1 =
col

1≤d≤D
(u1,d), u2 = col

1≤d≤D
(u2,d), with u2,d = col

1≤t≤md

(u2,dt), be the random vectors containing the

random effects and define u = (u′1,u
′
2)′. We assume that

u1 ∼ N(0, ϕ1ID) and u2 ∼ N(0, ϕ2IM )

are independent with
∑md

t=1 ndt = nd,
∑D

d=1 nd = n and
∑D

d=1md = M .
We also assume that the observations ydtj , conditioned to u, are independent with binomial distribu-

tions introduced in (3.14). For the natural parameter ηdtj = log pdtj

1−pdtj
we assume the model

ηdtj = xdtjβ + u1,d + u2,dt, d = 1, . . . , D, t = 1, . . . ,md, j = 1, . . . , ndt, (3.16)

where xdtj is the row (d, i, j) of matrix X = col
1≤d≤D

(Xd), Xd = col
1≤t≤md

(Xdt), Xdt = col
1≤j≤ndt

(xdtj).

In matrix notation (3.16) can be expressed in the form

η = Xβ + Z1u1 + Z2u2 = Xβ + Zu,

where Z1, Z2 are defined in Section 3.6 and Z = (Z1,Z2). This model can be fitted by the PQL-REML
method.
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Chapter 4

Spatial models

4.1 Introduction

In small area estimation, models with random effects for the areas introduce a correlation structure for
the elements within the same area, but elements in different small areas are considered to be uncorre-
lated. However, it is known that socioeconomic characteristics of individuals in neighboring regions are
usually more alike than those of individuals in distant regions. In statistical terms, this means that there
is some kind of dependency relationship between individuals that are in neighboring regions. When this
dependency is not completely captured by the auxiliary variables in the model, it should be somehow in-
corporated in the correlation structure of the model. Not doing it may affect seriously the performance of
inferential procedures (Cressie, 1993). Nevertheless, the introduction of a dependence structure among
small areas entails a serious conceptual difference with respect to the traditional framework of indepen-
dent small areas, in which the overall covariance matrix is block-diagonal, see Prasad and Rao (1990).
Thus, these models require new specific theoretical developments.

Cressie (1991) used a model with spatially correlated random effects to predict census undercount
in small areas. More recently, Singh et al. (2005) considered an extension of the Fay-Herriot model
(Fay and Herriot, 1979) in which the area random effects follow a Simultaneously Autoregressive (SAR)
process. They obtained an approximation of the mean squared error of the EBLUP under this model, and
also studied a spatio-temporal model in which, for each time point, the area random effects follow a SAR
process, but the spatial autocorrelation parameter is constant along time. Petrucci and Salvati (2006) used
the same spatial model to estimate erosion at the Rathbun Lake Watershed in Iowa. Pratesi and Salvati
(2007) analysed the performance of the spatial EBLUP by simulations, and found that the introduction of
the spatial correlation reduces both the variance and the bias of the EBLUP. They discussed the estimation
of the mean squared error and applied the results to estimation of annual mean income in small areas of
Tuscany.

Particular models with spatially correlated area random effects were also considered in the EU-
RAREA project, see Section C4 of the first report (http://www.statistics.gov.uk/eurarea/download.asp).
Instead of a neighborhood structure among areas, they followed a different approach in which the co-
variance between the effects associated to two different areas is a decreasing function of the distance
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between these areas. They also introduced a parameter that determines the strength of the correlation
between areas.

This chapter introduces several models with spatially correlated area effects, namely the Fay–Herriot
model, a unit level nested-error regression model, and a unit level Multinomial logit model, which in-
cludes the area level model and the univariate logistic model as particular cases.

4.2 Area level model with spatially correlated area effects

Consider a finite population that is partitioned into D small areas. The basic FH model relates linearly
the quantity of inferential interest for small area d, µd (usually the area mean or total) to p area level
auxiliary covariates xd = (xd1, xd2, . . . , xdp), and includes a random effect vd associated to the area;
that is,

µd = xdβ + vd, d = 1, . . . , D. (4.1)

Here β is the p×1 vector of regression parameters, the random effects vd are independent and identically
distributed with mean 0 and variance σ2

v . Moreover, it assumes that a design-unbiased direct estimator
yd of µd is available for each of the D small areas, and that these direct estimators can be expressed as

yd = µd + ed, ed ∼ iid N(0, ψd), d = 1, . . . , D, (4.2)

where the ed’s are sampling errors, which are independent of the random effects vd (Ghosh and Rao,
1994) and the variances ψd are known for all d. Combining (4.1) and (4.2), the full model is

yd = xdβ + vd + ed, d = 1, . . . , D. (4.3)

Let us define vectors y = (y1, . . . , yD)′, v = (v1, . . . , vD)′ and e = (e1, . . . , eD)′, and matrices X =
(x′1, . . . ,x

′
D)′ and Ψ = diag(ψ1, . . . , ψD). Then, the model is

y = Xβ + v + e, e ∼ N(0D,Ψ), (4.4)

where the notation 0k is used for a column vector of zeros of size k. When the elements of v are
independent, this is a special case of the general linear mixed model with diagonal covariance structure.
However, this model can be extended to allow for spatially correlated area effects by considering that
v is the result of a SAR process with unknown autorregression parameter % and proximity matrix W
(Anselin, 1992; Cressie, 1993), specified as

v = %Wv + u, where u ∼ N(0, σ2
uID). (4.5)

Here, ID denotes the D × D identity matrix and σ2
u is an unknown parameter. The diagonal elements

of the proximity matrix W are zero and we consider that the rows of this matrix are standardized in the
sense that they sum up to one. Under this setup, % ∈ (−1, 1) is called spatial autocorrelation parameter
(Banerjee et al., 2004). We also assume that the matrix (ID − %W) is non-singular. Then v can be
expressed as

v = (ID − %W)−1u. (4.6)
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Hereafter, the vector of variance components will be denoted θ = (θ1, θ2)′ = (σ2
u, %)′. Equation (4.6)

together with (4.5) imply that v has mean vector 0 and covariance matrix equal to

G = σ2
u[(ID − %W)′(ID − %W)]−1. (4.7)

Combining (4.4) and (4.6), the model is

y = Xβ + (ID − %W)−1u + e, (4.8)

where e is independent of v and the covariance matrix of y is equal to

V = G + Ψ.

4.3 Unit level model with spatially correlated area effects

Here we consider a unit level model in which the area effects are spatially correlated following a SAR
process. That is, we consider that the response variable for unit j in area d follows the model

ydj = xdjβ + vd + edj , edj ∼ iid N(0, σ2), j = 1, . . . , nd, d = 1, . . . , D,

where the vector v = (v1, . . . , vD)′ of random effects follow the SAR process (4.6). Let us define vectors
and matrices containing sample elements of area d,

yd = col
1≤j≤nd

(ydj), ed = col
1≤j≤nd

(edj), Xd = col
1≤j≤nd

(xdj),

and vectors and matrices containing all sample elements

y = col
1≤d≤D

(yd), e = col
1≤d≤D

(ed), X = col
1≤d≤D

(xd), Z = diag
1≤d≤D

(1nd
),

where 1k stands for a vector of ones of size k. Then, the unit level model can be expressed as

y = Xβ + Zv + e, v ∼ N(0D,G), e ∼ N(0n, σ2In),

where v and e are independent, G is defined in (4.7) and n =
∑D

d=1 nd is the overall sample size.

4.4 Unit level logit model with spatially correlated area effects

In this section, the study variable is a factor with two categories. We assume that for each area d, there
are nd variables ydj , j = 1, . . . , nd, containing the counts of individuals out of a total of mdj that belong
to the first category of the factor. The count for the second category of the factor is equal to mdj − ydj .
We assume the existence of a random vector v of size D whose properties will be described later. Given
a realization of v, the counts ydj are independent, and each ydj follows a Binomial distribution with size
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mdj and probability pdj . The probability of belonging to the second category is 1− pdj . Thus, the mass
function of ydj given v is

f(ydj |v) =

(
mdj

ydj

)
p
ydj

dj (1− pdj)mdj−ydj , j = 1, . . . , nd, d = 1, . . . , D (4.9)

and can be expressed as

f(ydj |v) = c(ydj) exp {ydj log[pdj/(1− pdj)] +mdj log(1− pdj)} ,

where c(ydj) is a function only of ydj andmdj . Thus, this mass function belongs to the natural exponential
family with natural parameter θdj = log[pdj/(1 − pdj)]. The probability can be written as a function of
θdj as

pdj = exp(θdj)/ [1 + exp(θdj)] .

The mean and the variance of ydj are equal to

µdj = mdjpdj , σ2
dj = mdjpdj(1− pdj),

We further assume that the probability pdj is related to a vector xdj containing the values of p explanatory
variables and to the random effect of area d, vd, through the logit link (which is the natural link), in the
form

log[pdj/(1− pdj)] = xdjβ + vd, j = 1, . . . , nd, d = 1, . . . , D. (4.10)

Here, again the vector of random effects v = (v1, . . . , vD)′ is assumed to follow the SAR process
(4.5) with proximity matrix W and autocorrelation parameter %, where the autocorrelation parameter
% ∈ (−1, 1) and the variance σ2

u ∈ (0,∞) are unknown. Again, solving for v in equation (4.5) we obtain
that

v ∼ N(0D,G), (4.11)

where G is given in (4.7). Model (4.10) can be written in terms of the natural parameter as

θdj = xdjβ + vd, d = 1, . . . , D.

Now let us define the vector and matrices with the area elements,

θd = col
1≤j≤nd

(θdj), Xd = col
1≤j≤nd

(xdj).

Then, the model formulated for the areas is

θd = Xdβ + 1nd
vd, d = 1, . . . , D.

Finally, defining
θ = col

1≤d≤D
(θd), X = col

1≤d≤D
(Xd), Z = diag

1≤d≤D
(1nd

),
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the model becomes simply
θ = Xβ + Zv.

Interesting particular cases of this model are the area level model, obtained simply by setting nd = 1,
d = 1, . . . , D, and the model with Binomial sizes mdj = 1 for all j = 1, . . . , nd and all d = 1, . . . , D,
in which the response variables ydj indicate whether individual j belongs or not to the first category of
the factor.
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Chapter 5

Small Area Estimation of Poverty
indicators

5.1 Introduction

The model-based approach to small area estimation, in which an explicit model is used to “borrow
strength” from related areas, is a relatively new research field; the first known work is that of Fay and
Herriot (1979), who used an area level model to estimate mean per capita income in U.S. small places. A
good source of information about small area estimation with emphasis on the model-based approach is
the monograph of Rao (2003), which gathers most of the works done until the publication date. However,
despite the great importance of the disposal of accurate and sufficiently disaggregated poverty statistics
for policy makers, it seems that the estimation of poverty in small areas has been studied only very re-
cently. It probably started with the SAIPE program (Small Area Income & Poverty Estimates) of the U.S.
Census Bureau, see the web page http://www.census.gov/hhes/www/saipe with all the literature therein.
The main objective of this program is to provide updated estimates of income and poverty statistics for
the administration of federal programs, and the allocation of federal funds to local jurisdictions. The
county level methodology, summarized by Bell (1997), basically uses a Fay-Herriot model to produce
county estimates of school-age children under poverty. Maiti and Slud (2002) compare the previous
model with a logistic model including county random effects to produce poverty rates.

The World Bank is releasing poverty and inequality estimates for small areas of some countries
using the methodology of Elbers et al. (2003). This methodology is currently widely extended, see,
e.g., the works of Neri et al. (2005), Ballini et al. (2006), Tarozzi and Deaton (2007) and Haslett and
Jones (2006). They assume a unit level model that combines both census and survey data. Using that
model, they produce disaggregated maps that describe the spatial distribution of poverty and inequality.
However, in many European countries the census is decennial, and in the years in the middle of the
period between two consecutive censuses data are outdated due to the rapid change in the distribution of
socioeconomic variables, particularly in recent years. Another inconvenience of the method of Elbers et
al. (2003) is that their proposed model does not allow for between-area variation beyond that explained
by the auxiliary variables, and it considers that individuals belonging to the same area are independent.
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Here we propose methods that yield poverty estimators in small areas for intercensal years along with
census years and that take into account the variation between areas. This will be achieved by considering
models with area random effects that also admit correlation of within-area units. The methods will be
adapted to the data structures supplied by national statistical offices and other administrative registers.

Measures of inequality include the Gini coefficient, the Sen index, the general entropy and the Theil
index. Here we focus mainly on poverty measures and the methods will be illustrated for these mea-
sures, although some of the methods that will be introduced in this chapter allow the estimation of these
inequality measures as well.

A common definition of poverty classifies a person as “under poverty” when the selected welfare
variable for this person in below the 60% of the median. Indeed, the relative nature of this and other
definitions of poverty, and the low frequency of the outcome for small domains or geographical areas
makes it necessary to appeal to small area techniques that improve the estimation procedures by the
assumption of models. These models make use of relatively realistic relationships between the variables
of interest to link all sample data, in such a way that the estimation errors can be drastically reduced as
long as model assumptions are (at least approximately) true.

5.2 FGT poverty measures for small areas

Consider a population of size N that is partitioned into D small areas of sizes N1, . . . , ND. Let Edj be a
suitable quantitative measure of welfare for individual j in small area d, such as income or expenditure
and let z be the poverty line; that is, the threshold for Edj under which a person is considered as “under
poverty”. The family of poverty measures of Foster, Greer and Thorbecke (1984), called FGT poverty
measures, for a small area d is

Fαd =
1
Nd

Nd∑
j=1

(
z − Edj

z

)α
I(Edj < z), α = 0, 1, 2, d = 1, . . . , D,

where I(Edj < z) = 1 if Edj < z (person under poverty) and I(Edj < z) = 0 if Edj ≥ z (person not
under poverty). For α = 0 we get the proportion of individuals under poverty in small area d, also called
poverty incidence or head count ratio. The measure for α = 1 is called poverty gap, and measures the
area mean of the relative distance to non-poverty (the poverty gap) of each individual. For α = 2 the
measure is called poverty severity, since the poverty gap for an individual, which is a number in [0, 1], is
squared, and therefore decreased.

5.3 Direct estimators of poverty measures

In the inference process, a random sample of size n < N is drawn from the population according to
a specified sampling design. Let Ω denote the set of indexes of the population units. Let s be the set
units selected in the sample and r the set of indexes of the units that are not selected (with size N − n).
The restrictions of Ω, s, N and n to area d are denoted by Ωd, sd, Nd and nd respectively, where
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n = n1 + · · ·+ nD. The sample FGT poverty measures are given by

fαd =
1
nd

∑
j∈sd

(
z − Edj

z

)α
I(Edj < z), α = 0, 1, 2, d = 1, . . . , D. (5.1)

Direct estimators, as sample estimators, use only the sample data from the corresponding small area.
However, direct estimators are usually design-based, which means that they have desirable properties
with respect to the sampling design. Thus, they are unbiased in the sense that the mean over all possible
samples sd is the true quantity of interest. Let wdj be the sampling weight (inverse of the probability of
inclusion) of individual j from area d. Direct estimators of the FGT measures are

fwαd =
1
N̂d

∑
j∈sd

wdj

(
z − Edj

z

)α
I(Edj < z), α = 0, 1, 2, d = 1, . . . , D, (5.2)

where N̂d =
∑

j∈sd
wdj is the direct estimator of the population size of small area d, Nd.

The limited sample sizes nd within some of the areas prevent the use of estimators such as (5.1) or
(5.2). For this reason, it is necessary to appeal to “indirect” estimators that make use of related data from
other areas. We will use the model-based approach, in which all sample data are linked by a model that
establishes the relationships between the small areas.

Parametric models assume knowledge of the probability distribution generating the response values.
Sometimes the distribution is not known, and other times it is too complicated to derive suitable model-
based estimators. In the next sections we describe possible models that could allow small area estimation
of the FGT poverty measures.

In the following sections we describe how to model each FGT measure. Section 5.4 is referred to
the poverty incidence or head count ratio, Section 5.5 to the poverty gap, and Section 5.6 to the poverty
severity. Section 5.7 introduces a different approach that provides small area estimators for the whole
family of FGT measures without considering different models for the different members of the family.

5.4 Model-based estimation of the poverty incidence

5.4.1 Unit level model

For α = 0, the FGT poverty measure is simply the proportion of individuals under poverty,

Pd = F0d =
1
Nd

Nd∑
j=1

I(Edj < z), d = 1, . . . , D.

Modelling these quantities is not difficult. The model can be established at the unit-level, at the area level,
or even in an intermediate level. At the unit level, let Ydj = I(Edj < z); that is, Ydj = 1 if the person is
under poverty and Ydj = 0 if the person is not under poverty. Let pdj be the probability of individual j in
small area d being under poverty. Then a suitable model for this is the logistic model with random area
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effects. Let ud be the random effect of area d, d = 1, . . . , D. We assume that Ydj |ud ∼ Bern(pdj), and
that the probabilities pdj vary with the values of p auxiliary variables in the form

log [pdj/(1− pdj)] = xdjβ + ud, ud ∼ iid N(0, σ2
u), j = 1, . . . , Nd, d = 1, . . . , D. (5.3)

The proportion of people under poverty can be expressed as

Pd =
1
Nd

Nd∑
j=1

Ydj =
1
Nd

∑
j∈sd

Ydj +
∑
j∈rd

Ydj

 .
The first sum in this expression is over individuals in the sample, which is known. The second sum
is over out-of-sample individuals. The out-of-sample values Ydj for j ∈ rd can be predicted by fitting
model (5.3); that is, taking

Ŷdj = Ê[Ydj |ud] = p̂dj = exp(xdjβ̂ + ûd)/[1 + exp(xdjβ̂ + ûd)],

for a suitable estimator β̂ of β, and a predictor ûd of ud. Then, a model-based predictor of Pd is

P̂d =
1
Nd

∑
j∈sd

Ydj +
∑
j∈rd

Ŷdj

 .
5.4.2 Area level model

When the values of the auxiliary variables are available only at the area level, the model is usually stated
at that level. In this case, let xd be the vector of p area level covariates, Yd =

∑
j∈sd

Ydj the number of
persons under poverty in the sample from area d, and pd the probability of being under poverty in area d.
We assume that Yd|ud ∼ Bin(nd, pd), where

log [pd/(1− pd)] = xdβ + ud, ud ∼ iid N(0, σ2
u), d = 1, . . . , D.

This model yields the predictor

P̂d = p̂d = exp(xdβ̂ + ûd)/[1 + exp(xdβ̂ + ûd)], d = 1, . . . , D.

Consider a grouping variableA such as Sex, Age or Sex crossed with Age, withK levels. Sometimes
the totals of the auxiliary variables in each area for the different levels a = 1, 2, . . . ,K, are available.
Then the model can be stated at the level of area crossed with the grouping variable A. More concretely,
let xda be the vector of totals of the covariates for area d and level a, mda the number of people sampled
in area d and group a, Yda be the total number of people under poverty in the sample from area d and
group a, and pda the probability of being under poverty in the same group and area. Then, we assume
that Yda|ud ∼ Bin(mda, pda), where

log [pda/(1− pda)] = xdaβ + ud, ud ∼ iid N(0, σ2
u), d = 1, . . . , D.



5.5. Model-based estimation of the poverty gap 45

Let Nda be the total number of individuals in area d and group a. Then Nda − mda is the number of
individuals in that same group and area that are not in the sample. If we assume that the probability of
being under poverty is the same for the individuals in and out of the sample, a predictor of the total of
out-of-sample people that are under poverty Y r

da is obtained after fitting the model, as

Ŷ r
da = (Nda −mda)p̂da = (Nda −mda) exp(xdaβ̂ + ûd)/[1 + exp(xdaβ̂ + ûd)].

Finally, a predictor of Pd is given by

P̂d =
K∑
a=1

(Yda + Ŷ r
da).

For more details on this approach, but applied to the estimation of labor force quantities, see Molina,
Saei and Lombardı́a (2007).

5.5 Model-based estimation of the poverty gap

5.5.1 Two parts unit level model – Approach 1

This section deals with model-based estimation of the poverty gap, (FGT measure for α = 1) given by

Gd = F1d =
1
Nd

Nd∑
j=1

(
z − Edj

z

)
I(Edj < z), d = 1, . . . , D.

Let us define the random variables

Gdj =
(
z − Edj

z

)
I(Edj < z), j = 1, . . . , Nd, d = 1, . . . , D.

Then, the quantities of interest are simply the small area means of the Gdj’s,

Gd =
1
Nd

Nd∑
j=1

Gdj =
1
Nd

∑
j∈sd

Gdj +
∑
j∈rd

Gdj

 , d = 1, . . . , D.

Thus, a model for the individual gaps Gdj would provide estimators of the average gap Gd. The problem
is that the distribution of the gaps Gdj has positive mass at zero. Indeed, the mass of Gdj at zero is equal
to the probability that Edj is over the poverty line z. Using the ideas of Pfeffermann, Terryn and Moura
(Presentation at SAE2007 Conference), Gdj can be modelled in two parts, one for the positive values
(poverty gaps (z−Edj)/z ) and another for the probability of positive poverty gap P (Edj < z). For this,
let us use the Total Probability Theorem and the properties of the expectation,

E[Gdj ] = E [Gdj |Edj ≥ z]P (Edj ≥ z) + E [Gdj |Edj < z]P (Edj < z)

= E [Gdj |Edj < z]P (Edj < z)

=
z − E [Edj |Edj < z]

z
P (Edj < z) .
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Consider random variables Ud and Vd that vary over areas, normally distributed with zero means and
variances σ2

u and σ2
v respectively. Then it holds that

E[Gdj |Ud = ud, Vd = vd] =
z − E [Edj |Ud = ud, Vd = vd, Edj < z]

z
P (Edj < z|Ud = ud, Vd = vd) .

We assume that Edj and Ydj = I(Edj < z) given Ud and Vd have probability distributions

(Edj |Ud = ud, Vd = vd, Edj < z) ∼ ind N(µdj , σ2), (Ydj |Ud = ud, Vd = vd) ∼ ind Bern(pdj),
(5.4)

where the mean income of people under poverty (i.e. with positive poverty gaps) µdj and the probability
of being under poverty (i.e. of having positive gap) pdj are related to the values of p explanatory variables
as

µdj = xdjα+ vd, log[pdj/(1− pdj)] = xdjβ + ud, j = 1, . . . , Nd, d = 1, . . . , D. (5.5)

It seems reasonable to assume that there is correlation between the area effects associated to the mean
income, Vd, and the area effects of the proportions, Ud. Thus, a possible model for these two quantities
is (

Vd
Ud

)
∼ N

((
0
0

)
,

(
σ2
u ρuv

ρuv σ2
v

))
.

However, in the simulations carried out by Pfeffermann, Terryn and Moura, the correlation between the
random effects associated to each part of the model did not play an important role, and the model with
independent random effects for the two parts performed almost the same as the model with correlated
random effects for the two parts of the model. Thus, another approach is to consider that Vd and Ud are
independent. This would allow us to fit the linear model for µdj and the logistic model for pdj separately.
For these two models there are fitting procedures and software available.

A predictor of Gd can then be obtained after fitting the two part model (5.4)–(5.5), which yields
predictors of µdj and pdj given by

µ̂dj = xdjα̂+ v̂d, p̂dj = exp(xdjβ̂ + ûd)/[1 + exp(xdjβ̂ + ûd)], j = 1, . . . , Nd, d = 1, . . . , D.

Then, predictors of Gdj are Ĝdj = z−1(z − µ̂dj)p̂dj . Finally, the small area predictor of Gd would be

Ĝd =
1
Nd

∑
j∈sd

Gdj +
∑
j∈rd

Ĝdj

 , d = 1, . . . , D.

5.5.2 Area level model

At the area level, consider the direct estimator of the poverty gap gwd = fw1d given in (5.2) and its sampling
error (with respect to the design) ψd. Since gwd is obtained as a mean, its distribution may not be too far
from Normal distribution if the frequency of the outcome ”being under poverty” is not too low. In this
case, we could use a Fay-Herriot model for this measure (Fay and Herriot, 1979). In a first stage, this
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model assumes that the direct estimators gwd given the random effects vd follow a Normal distribution
with mean equal to the true average poverty gapE[gd|ud] = Gd, and variance given by a known constant
ψd, that is,

gwd |vd ∼ N(Gd, ψd), d = 1, . . . , D. (5.6)

In a second stage, it is assumed that Gd is linearly related to the values of the explanatory variables for
area d and the random effect vd in the form

Gd = xdβ + vd, vd ∼ iid N(0, σ2
v), d = 1, . . . , D. (5.7)

Equations (5.6) and (5.7) are equivalent to the linear mixed model

gwd = xdβ + vd + ed, vd ∼ iid N(0, σ2
v), ed ∼ ind N(0, ψd), d = 1, . . . , D.

The variances ψd are assumed to be known, but in practice they are replaced by the design-based sam-
pling variances of the direct estimators gwd . Then a predictor of Gd is obtained directly from the fitted
model, as

Ĝd = xdβ̂ + ûd, d = 1, . . . , D.

5.6 Model-based estimation of the poverty severity

The poverty severity is given by

Sd = F2d =
1
Nd

Nd∑
j=1

(
z − Edj

z

)2

I(Edj < z), α = 0, 1, 2, d = 1, . . . , D.

This can be modelled in similar way as the poverty gap. Writing

Sd =
1
Nd

Nd∑
j=1

Sdj ,

and decomposing the expectation of Sdj as

E[Sdj ] = E

[(
z − Edj

z

)2

|Edj < z

]
P (Edj < z) .

If (Edj |Edj < z) follows approximately a Normal distribution, then, the random variable

Ldj =
(
z − Edj

z

)2

|Edj < z

has a non-centered chi-squared distribution. A transformation of this variable such as the logarithm,
could make the transformed variable closer to a normally distributed variable. Then, the linear model
would be stated for Mdj = log(Ldj). From this model we would obtain a predictor M̂dj , which leads to
a predictor of Ldj as L̂dj = exp(M̂dj). Bias correction of this predictor is given in the literature (Molina,
2008). Area level models can be also stated for these measures.
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5.7 Empirical Best prediction of FGT poverty measures at unit level –
Approach 2

5.7.1 Best prediction under a finite population

In this section we introduce the best predictor (BP) of a function of a random vector in a finite population.
Then, in the next section we describe the application of the BP methodology for estimating FGT poverty
measures in small areas.

Consider a random vector y containing the values of a random variable in the units of a finite popu-
lation. Let ys be the sub-vector of y corresponding to sample elements and yr the sub-vector of out-of-
sample elements, that is, y = (y′s,y

′
r)
′. The target is to predict the value of a real function δ = h(y) of

the random vector y using sample data ys. For a particular predictor δ̂, the mean squared error is defined
as

MSE(δ̂) = Ey[(δ̂ − δ)2], (5.8)

where Ey denotes expectation with respect to the joint distribution of the population vector y. The BP
of δ is the function of ys which minimises (5.8). Consider the conditional expectation δ0 = Eyr(δ|ys),
where the expectation is taken with respect to the joint distribution of yr and the result is a function of
sample data ys. Subtracting and adding δ0 in the mean squared error, we obtain

MSE(δ̂) = Ey[(δ̂ − δ0 + δ0 − δ)2]

= Ey[(δ̂ − δ0)2] + 2Ey[(δ̂ − δ0)(δ0 − δ)] + Ey[δ0 − δ)2]

In this expression, the last term does not depend on δ̂. For the second term, observe that

Ey[(δ̂ − δ0)(δ0 − δ)] = Eys

{
Eyr

[
(δ̂ − δ0)(δ0 − δ)|ys

]}
= Eys

{
(δ̂ − δ0)

[
δ0 − Eyr(δ|ys)

]}
= 0.

Thus, the BP is the value δ̂ that minimises Ey[(δ̂ − δ0)2]. Since this quantity is non-negative with its
minimum value at zero, the BP of δ is

δ̂ = δ0 = Eyr(δ|ys). (5.9)

Consider that the vector for the finite population y = (y′s,y
′
r)
′ follows a Normal distribution

with mean vector µ = Xβ for a known matrix X with sample and out-of-sample decomposition
X = (X′s,X

′
r)
′, and positive definite covariance matrix V decomposed accordingly as

V =

(
Vss Vsr

Vrs Vrr

)
.

Assume that the quantity of interest δ is a linear function of y, that is, δ = a′y, where a = (a′s,a
′
r)
′. The

BLUP of δ = a′sys + a′ryr under a finite population (Royall, 1976), is given by

δ̃ = a′sys + a′r
[
Xrβ̂ + VrsV−1

ss (ys −Xsβ̂)
]
, (5.10)
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where β̂ = (X′sV
−1
ss Xs)−1X′sV

−1
ss ys is the BLUE of β as defined in (1.2). If we replace β by β̂ in the

BP (5.9), then the result is equal to the EBLUP of Royall (1976) given in (5.10).

5.7.2 Best prediction of FGT poverty measures

In this section we describe how to compute BPs of the FGT poverty measures for small areas. Let us
define the random variables

Fdj =
(
z − Edj

z

)α
I(Edj < z), α = 0, 1, 2, d = 1, . . . , D.

Then the family of FGT poverty measures for small area d is the mean over area d of these random
variables

Fαd =
1
Nd

Nd∑
j=1

Fdj , α = 0, 1, 2, d = 1, . . . , D. (5.11)

Suppose that we know the distribution of a one-to-one transformation Ydj = T (Edj) of the welfare
variables Edj , j = 1, . . . , Nd, d = 1, . . . , D. Let y = (y′s,y

′
r)
′ be the vector containing the values of the

transformed variables Ydj for the sample and out-of-sample units. We assume that

y ∼ N(µ,V),

where the mean vector µ and the variance matrix V can be partitioned in submatrices corresponding to
sample and out-of-sample elements

µ =

(
µs
µr

)
V =

(
Vs Vsr

Vrs Vr

)
.

Then the variables Fdj are function of the transformed variables Ydj , and the expression of Fdj in terms
of Ydj is

Fdj =
(
z − T−1(Ydj)

z

)α
I(T−1(Ydj) < z) = h(Ydj), α = 0, 1, 2, d = 1, . . . , D.

Thus, the FGT poverty measure is a non-linear function of the vector y. Then the BP of Fαd is given by

F̂αd = E[Fαd|ys]. (5.12)

Using the decomposition of the mean (5.11) in terms of sample and out-of-sample elements,

Fαd =
1
Nd

∑
j∈sd

Fdj +
∑
j∈rd

Fdj

 ,
and taking conditional expectation, the BP becomes

F̂αd =
1
Nd

∑
j∈sd

Fdj +
∑
j∈rd

F̂dj

 ,
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where F̂dj = E(Fdj |ys) is also the BP of the out-of-sample variable Fdj = h(Ydj), which is defined as

F̂dj = E[h(Ydj)|ys] =
∫
IR
h(Ydj)f(Ydj |ys) dYdi, j ∈ rd, d = 1, . . . , D.

where f(Ydj |ys) is the density of Ydj given the data vector ys. The distribution of the vector of out-of-
sample data yr given the sample data ys is

yr|ys ∼ N(µr|s,Vr|s), (5.13)

where
µr|s = µr −VrsV−1

s (ys − µs), Vr|s = Vr −VrsV−1
s Vsr.

However, there is no explicit expression for the expectation in (5.7.2) because Fdj = h(Ydj) is a complex
non-linear function of Ydj . This expectation can be approximated empirically, by generating a large
number L of vectors yr from (5.13). Let Y (`)

dj be the value of the out-of-sample observation Ydj , j ∈ rd,
obtained in the `-th generation. An approximation to the best predictor of Ydj is

F̂dj = E[h(Ydj)|yds] ≈
1
L

L∑
`=1

h(Y (`)
dj ).

In practice, the mean vector µ and the covariance matrix V usually depend on an unknown vector of
parameters θ. This means that the conditional density f(Ydj |ys) depends on θ, that is, f(Ydj |ys,θ). We
can take an estimator θ̂ of θ such as the maximum likelihood (ML) estimator. Then the expectation can
be approximated by generating values from the estimated density f(Ydj |ys, θ̂). The resulting predictor,
denoted F̂Edj , is called empirical best predictor (EBP). Finally, the EBP of Fαd is

F̂Eαd =
1
Nd

∑
j∈sd

Fdj +
∑
j∈rd

F̂Edj

 .
A possible model for the elements of the vector y is the nested error regression model

Ydj = xdjβ + vd + edj , vd ∼ iid N(0, σ2
v) edj ∼ iid N(0, σ2

e), j = 1, . . . , Nd, d = 1, . . . , D,

where the random effects vd and the random errors edj are independent. Let us define vectors and
matrices containing the elements for area d,

yd = col
1≤j≤Nd

(Ydj), ed = col
1≤j≤Nd

(edj), Xd = col
1≤j≤Nd

(xdj),

and vectors and matrices containing all population elements

y = col
1≤d≤D

(yd), e = col
1≤d≤D

(ed), X = col
1≤d≤D

(xd), Z = diag
1≤d≤D

(1Nd
).
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Then, the unit level model can be expressed as

y = Xβ + Zv + e, v ∼ N(0, σ2
vID), e ∼ N(0, σ2

eIN ),

where v is independent of e. Under this model, the mean vector and the covariance matrix of y are

µ = Xβ, V = σ2
vZZ′ + σ2

eIN ,

and the distribution of the out-of-sample vector yr given the data vector ys is given in (5.13).
The advantages of this procedure are that it can be used to predict any function h(y) and it requires

fewer model assumptions than Approach 1 of Section 5.5.1.

5.8 Hierarchical Bayes estimation of FGT poverty measures – Approach
3

Consider again that the distribution of the transformed variables Ydj = T (Edj) is known and let us
decompose the FGT poverty measure of order α for area d in the sample and out-of-sample part,

Fαd =
1
Nd

∑
j∈sd

(
z − T−1(Ydj)

z

)α
I(T−1(Ydj) < z) +

∑
j∈rd

(
z − T−1(Ydj)

z

)α
I(T−1(Ydj) < z)

 .
Here, the first term is observed but the second term is unobserved. Thus, we need to predict the value of
Ydj for out-of-sample units j ∈ rd. For this, we assume that the values of p auxiliary variables are known
for all population units and that Ydj satisfies the nested-error regression model defined as

Ydj |ud, ρ, σ2 ∼ ind N(xdjβ + ud, σ
2) (5.14)

ud|ρ, σ2 ∼ ind N
(

0,
ρ

1− ρ
σ2

)
, j = 1, . . . , Nd, d = 1, . . . , D. (5.15)

In (5.15), the random effects variance, σ2
u, has been reparametrized in terms of the intraclass correlation

coefficient ρ ∈ (0, 1), as σ2
u = ρ σ2/(1−ρ). For parameters (β′, σ2, ρ), let us consider the standard joint

noninformative prior based on the Jeffreys rule. Assuming independence among parameters, this prior is

π(β, σ2, ρ) ∝ 1
σ2
. (5.16)

It can be shown that the posterior density

π(u,β, σ2, ρ|ys) = π1(u|β, σ2, ρ,ys)π2(β|σ2, ρ,ys)π3(σ2|ρ,ys)π4(ρ|ys) (5.17)

is proper as long as the matrix X = col1≤d≤Dcolj∈sd
(xdj) has full column rank.

The posterior distributions π1(u|β, σ2, ρ,ys), π2(β|σ2, ρ,ys) and π3(σ2|ρ,ys) are normal or inverse
gamma distributions; however, π4(ρ|ys) is not a standard distribution. These posterior distributions can
be simulated by using a Gibbs sampling scheme with a Metropolis-Hasting step in the case of parameter
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ρ. It is necessary to study the convergence of chains in order to decide the number of burn-in iterations.
Usually, in general linear models, not more than 25,000 iterations are necessary to reach convergence.
After that, samples from the posterior distributions are derived (e.g. 25,000 iterations).

Consider the vector θ = (u′,β′, σ2, ρ). Now, since model (5.14) holds for all population units, then
the out-of-sample units satisfy

Ydj |ys,θ ∼ iid N(xdjβ + ud, σ
2), j ∈ rd, d = 1, . . . , D.

Moreover, the predictive posterior density of a non-sample observation Ydj j ∈ rd, given the sample
data, is

f(Ydj |ys) =
∫

θ
f(Ydj |ys,θ)π(θ|ys) dθ, j ∈ rd, d = 1, . . . , D.

Thus, for each sample from the posterior distribution of θ, we can draw values from the predictive
posterior distribution of Ydj and we can compute the poverty measure

Fαd =
1
Nd

∑
j∈sd

(
z − T−1(Ydj)

z

)α
I(T−1(Ydj) < z) +

∑
j∈rd

z − T−1(Y (h)
dj )

z

α

I((Y (h)
dj ) < z)

 .
In this way, we can also compute posterior summaries (means, variances, HPD intervals) from the gen-
erated values.
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Chapter 6

Quantile / M-quantile Models for Small
Area Estimation

6.1 Introduction

In the previous chapters of this review the “classical” methods for small area estimation, based on linear
and generalized linear mixed models, were introduced. In this chapter we review a new approach to small
area estimation that is based on M-quantile models (Chambers and Tzavidis, 2006). The structure of this
chapter is as follows. In section 6.2 we review quantile regression, in section 6.3 we introduce M-quantile
regression and in section 6.4 nonparametric M-quantile regression. In section 6.5 we describe how
quantile or M-quantile models can be employed for measuring area effects and estimators of small area
averages. In section 6.6 we discuss mean squared error estimation for M-quantile small area predictors.
In sections 6.7 and 6.8 we discuss how the M-quantile approach can be adapted for borrowing strength
over space in small area estimation when spatial information is available. Finally, in section 6.9 we
describe the nonparametric approach M-quantile small area estimation.

6.2 Quantile regression

The classical theory of linear statistical models is fundamentally a theory of conditional expectations.
That is, a regression model summarises the behaviour of the mean of y at each point in a set of x’s
(Mosteller and Tukey, 1977). This summary provides a rather incomplete picture, in much the same way
as the mean gives an incomplete picture of a distribution. It is usually much better to fit a family of
regression models, each one summarising the behaviour of a different percentage point (quantile) of y at
each point in this set of x’s. Such a modelling exercise is referred to as quantile regression.

Let Ω = {1, . . . , N} be a finite population. Let y = (y1, . . . , yN )′ denote the variable values for the
N population elements. We consider a sample s ⊂ Ω, of n ≤ N units, and we denote with r = Ω − s
the set of non sampled units. Let Xn×p be a matrix of p auxiliary variables, and for each population unit
j let xj = (x1j , . . . , xpj) be the vector corresponding to the j-th row of matrix X.

In a seminal paper Koenker and Bassett (1978) developed the idea of quantile regression. In the

55
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linear case, quantile regression leads to a family (or “ensemble”) of planes indexed by the value of the
corresponding percentile coefficient q ∈ (0, 1). For each value of q, the corresponding model shows
how Qq(x), the qth quantile of the conditional distribution of y given x, varies with x. For example,
when q = 0.5 the quantile regression line shows how the median of this conditional distribution changes
with x. A linear model for the qth conditional quantile of y given the covariates X is Qq(x) = Xβq,
where βq = (β1, . . . , βp)′q. Inclusion of the intercept is straightforward specifying x1 = 1n. The vector
βq is estimated by minimising

∑n
j=1 |yj − xjb| {(1− q)I(yj − xjb ≤ 0) + qI(yj − xjb > 0)} with

respect to b. Solutions to this minimisation problem are usually obtained using linear programming
methods (Koenker and D’Orey, 1987) and functions for performing quantile regression analysis now
exist in standard statistical software, e.g. the R statistical package (R Development Core Team, 2005).

6.3 M-quantile regression

Quantile regression can be viewed as a generalisation of median regression. In the same way, expectile
regression (Newey and Powell, 1987) is a “quantile-like” generalisation of mean (i.e. standard) regres-
sion. M-quantile regression (Breckling and Chambers, 1988) integrates these concepts within a common
framework defined by a “quantile-like” generalisation of regression based on influence functions (M-
regression).

The M-quantile of order q for the conditional density of y given X is defined as the solutionQq(x;ψ)
of the estimating equation

∫
ψq(y−Q)f(y|X)dy = 0, where ψ denotes the influence function associated

with the M-quantile. A linear M-quantile regression model is one where we assume that Qq(x;ψ) =
Xβψ(q). That is, we allow a different set of regression parameters for each value of q. For specified q
and ψ, estimates of these regression parameters can be obtained by solving the estimating equations

n∑
j=1

ψq(rjqψ)xj = 0 (6.1)

where rjqψ = yj − xjβψ(q), ψq(riqψ) = 2ψ{s−1riqψ} {qI(rjqψ > 0) + (1− q)I(rjqψ ≤ 0)} and s is
a suitable robust estimate of scale, e.g. the MAD estimate s = median |rjqψ| /0.6745. The division by
0.6745 is made so that for normally distributed data, s is an estimate of the standard deviation. A popular
choice for the influence function is the Huber Proposal 2, ψ(u) = uI(−c ≤ u ≤ c)+csgn(u). However,
other influence functions are also possible. Provided c is bounded away from zero, straightforward
modification of widely available iteratively reweighted least squares software for fitting robust regression
models (e.g. rlm in R, see Venables and Ripley, 2002) then leads to a solution of (6.1).

6.4 Nonparametric M-quantile regression

M-quantile models do not depend on strong distributional assumptions nor on a predefined hierarchical
structure, and outlier robust inference is automatically performed when these models are fitted. How-
ever, M-quantile regression assumes that the quantiles of the distribution are some known parametric
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function of the covariates. When the functional form of the relationship between the qth quantile and
the covariates deviates from the assumed one, the traditional M-quantile regression can lead to biased
estimators of the small area parameters. Pratesi et al. (2006) extended M-quantile regression to nonpara-
metric modeling via penalized splines. Penalized splines (or p-splines) regression is a flexible smoothing
technique popularized by Eilers and Marx (1996). Ruppert et al. (2003) provide a thorough treatment of
p-splines and their applications. Bollaerts et al. (2006) introduce quantile regression based on p-splines
to estimate quantile growth curves and quantile antibody levels as a function of age. Lee and Oh (2007),
independently of Pratesi et al. (2006), use M-regression to make p-splines robust against outliers. Using
p-splines for M-quantile regression, beyond having the properties of M-quantile models, allows for deal-
ing with an undefined functional relationship that can be estimated from the data. When the relationship
between the qth quantile and the covariates is not linear, a p-splines M-quantile regression model may
have significant advantages compared to the linear M-quantile model.

The nonparametric specification of the conditional M-quantile of y given X can be summarized as
follows. Given an influence function ψ, a nonparametric model with one covariate x1 for the qth quantile
can be written as Qq(x1, ψ) = m̃ψ,q(x1), where the function m̃ψ,q(·) is unknown, but assumed to be
approximated sufficiently well by the following function

mψ,q[x1j ;βψ(q),γψ(q)] = β1ψ(q)x1j + . . .+ βpψ(q)xp1j +
K∑
k=1

γkψ(q)(x1j − κk)p+, (6.2)

where p is the degree of the spline, (t)p+ = tp if t > 0 and 0 otherwise, κk for k = 1, . . . ,K is a set
of fixed knots, βψ(q) = (β1ψ(q), . . . , βpψ(q))′ is the coefficient vector of the parametric portion of the
model and γψ(q) = (γ1ψ(q), . . . , γKψ(q))′ is the coefficient vector for the spline one. The latter portion
of the model allows for handling nonlinearities in the structure of the relationship. If the number of knots
K is sufficiently large, the class of functions in (6.2) is very large and can approximate most smooth
functions. In particular, in the p-splines context, a knot is placed every 4 or 5 observations at uniformly
spread quantiles of the unique values of x1. The spline model (6.2) uses a truncated polynomial spline
basis to approximate the function m̃ψ,q(·). Other bases can be used; more details on bases and knots
choice can be found in Ruppert et al. (2003).

The influence of the knots is limited by putting a constraint on the size of the spline coefficients:
typically

∑K
k=1 γ

2
kψ(q) is bounded by some constant, while the parametric coefficients βψ(q) are left

unconstrained. Therefore, estimation can be accommodated by mimicking penalization of an objective
function and solving the following set of estimating equations

n∑
j=1

ψq(yj − xjβψ(q)− zjγψ(q))(xj , zj)′ + λ

[
0(1+p)

γψ(q)

]
= 0(1+p+K), (6.3)

where xj is the j-th row of the X matrix while zj is the j-th row of the n×K matrix

Z =

 (x11 − κ1)p+ · · · (x11 − κK)p+
...

. . .
...

(x1n − κ1)p+ · · · (x1n − κK)p+

 ,
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and λ is a Lagrange multiplier that controls the level of smoothness of the resulting fit.
An algorithm based on iteratively reweighted penalized least squares is proposed in Pratesi et al.

(2006) to effectively compute the parameter estimates. Once those estimates are obtained, m̂ψ,q[x1] =
mψ,q[x1; β̂ψ(q), γ̂ψ(q)] can be computed as an estimate for Qq(x1, ψ).

Extension to bivariate smoothing can be handled by assuming Qq(x1, x2, ψ) = m̃ψ,q(x1, x2). This
is of central interest in a number of application areas as environment and public health. It has particular
relevance when referenced responses need to be converted to maps.

In particular, the following model is assumed at quantile q for unit j:

mψ,q[x1j , x2j ;βψ(q),γψ(q)] = β1ψ(q)x1j + β2ψ(q)x2j + zjγψ(q). (6.4)

Here zj is the j-th row of the following n×K matrix

Z = [C(x̃j − κk)] 16j6n
16k6K

[C(κk − κk′)]
−1/2
16k6K , (6.5)

where C(t) = ||t||2 log ||t||, x̃j = (x1j , x2j) and κk, k = 1, . . . ,K are knots. See Pratesi et al. (2006)
for details on this. Here, it is enough to note that the estimation procedure can again be pursued with
(6.3) where xj = (1, x̃j).

The choice of knots in two dimensions is more challenging than in one. Two solutions suggested
in literature that provide a subset of observations nicely scattered to cover the domain are space filling
designs (Nychka and Saltzman, 1998) and the clara algorithm (Kaufman and Rousseeuw, 1990, Chapter
3). The first one is based on the maximal separation principle of K points among the unique x̃i and is
implemented in the fields package of the R language (R Development Core Team, 2005). The second
one is based on clustering and selects K representative objects out of n; it is implemented in the package
cluster of R.

It should be noted, then, that the estimating equations in (6.3) can be used to handle univariate
smoothing and bivariate smoothing by suitably changing the parametric and the spline part of the model,
i.e. once the X and the Z matrices are set up. Finally, other continuous or categorical variables can
be easily inserted parametrically in the model by adding columns to the X matrix. This allows for
semiparametric modeling, as intended in Ruppert et al. (2003), to be inherited and applied to M-quantile
regression.

6.5 Small area estimation with M-quantile models

Mixed effects models assume that variability associated with the conditional distribution of y given
x can be at least partially explained by a pre-specified hierarchical structure, e.g. the small areas of
interest. As we saw in the previous sections, an alternative approach to modelling the variability in this
conditional distribution is via M-quantile regression, which does not depend on a hierarchical structure.
Let us index population units only by j in what follows and, following Kokic et. al. (1997) and Aragon
et. al. (2005), characterize conditional variability across the population of interest by the M-quantile
coefficients of the population units. For unit j with values yj and xj , this coefficient is the value qj
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such that Qqj (xj ;ψ) = yj . Note that these M-quantile coefficients are determined at population level.
Consequently, if a hierarchical structure does explain part of the variability in the population data, then
we expect units within clusters defined by this hierarchy to have similar M-quantile coefficients. By
definition,

Y d = N−1
d

∑
j∈sd

yj +
∑
j∈rd

xjβψ(θd)

+N−1
d

∑
j∈rd

xj
[
βψ(qj)− βψ(θd)

]
(6.6)

when the conditional M-quantiles follow a linear model. Here θd = N−1
d

∑
j∈d qj is the average value

of the M-quantile coefficients of the units in area d, with d = (1, . . . , D), and sd, rd respectively denote
the sampled and non-sampled units in area d. Typically the first term on the right hand side of (6.6) will
dominate, suggesting a predictor of small area average of the form

Ŷ d = N−1
d

∑
j∈sd

yj +
∑
j∈rd

xjβψ(θ̂d)

 . (6.7)

We refer to θd as the M-quantile coefficient of area d in what follows. Irrespective of how the
M-quantile coefficient θd for area d is defined, (6.7) is equivalent to using xjβψ(θd) to predict the
unobserved value yj for population unit j ∈ rd. This suggests that predicted values for other small area
characteristics can be also calculated using these unit level predictions. Approaches to estimating the
distribution function of the characteristic of interest at small area level are described in Chapter 7 of this
review.

In order to compute (6.7) we need the estimated M-quantile coefficient for area d, i.e. θ̂d. Such an
estimate will depend on the sample M-quantile coefficients, which we denote by {qj ; j ∈ s}, and which
characterize the variation in the conditional distribution of y given X in the sample in exactly the same
way as the qj characterize this distribution in the population. In order to calculate the qj , we define a
fine grid on the (0,1) interval, and use the sample data to fit M-quantile regression lines at each value q
on this grid. The required qj values are then obtained by linear interpolation over this grid. Provided
the sampling method is non-informative given x, θ̂d can be calculated as the mean of the qj values in
area d. This is appropriate if θd is defined as the mean value of the population qj values in area d. If
a more robust definition of θi is employed, say the median of these population values, then θ̂d can be
calculated as the median of the qj values in area d. Given a finite population Ω, the area specific empirical
distribution function of y for area d is

Fd(t) = N−1
d

∑
j∈sd

I(yj ≤ t) +
∑
j∈rd

I(yj ≤ t)

 . (6.8)

The problem of predicting Fd(t) essentially reduces to predicting the values yj for the non-sampled
units in small area d. One straightforward way of achieving this is to simply replace the unknown non-
sample values of y in (6.8) by their predicted values ŷj under an appropriate model, leading to a predictor
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of (6.8) of the form

F̂d(t) = N−1
d

∑
j∈sd

I(yj ≤ t) +
∑
j∈rd

I(ŷj ≤ t)

 . (6.9)

A predictor of the mean Y d of y in area d is then defined by the value of the mean functional defined
by (6.9). This leads to the usual plug-in predictor of the mean,

Ŷ d =
∫ ∞
−∞

tdF̂ (t) = N−1
d

∑
j∈sd

yj +
∑
j∈rd

ŷj

 .

It immediately follows that the EBLUP is the mean functional defined by (6.9) when ŷj = xjβ̂ +
zjûd (see Section 2.2 of this review), while the M-quantile predictor (6.7) is also a mean functional
corresponding to (6.9) but now with ŷj = xjβ̂ψ(θ̂d). In both cases the predicted value of a non-sample
unit j in area d corresponds to an estimate µ̂j of its expected value given that it is located in area d.

Tzavidis and Chambers (2007) note that the M-quantile predictor (6.7) can be biased and propose an
alternative estimator based on the distribution function estimator by Chambers and Dunstan (1986) (CD
hereafter). In the context of the small area distribution function (6.8), and assuming that the residuals
εj = yj − µj are homoskedastic within the small area of interest (an assumption satisfied by the linear
mixed model), this is of the form

F̂CDd (t) = N−1
d

∑
j∈sd

I(yj ≤ t) + n−1
d

∑
j∈sd

∑
k∈rd

I {µ̂k + (yj − µ̂j) ≤ t}

 . (6.10)

It can be shown that the mean functional defined by (6.10) takes the value

Ŷ
CD

d =
∫ ∞
−∞

tdF̂CDd (t) = N−1
d

∑
j∈sd

yj +
∑
j∈rd

µ̂j + (f−1
d − 1)

∑
j∈sd

(yj − µ̂j)

 (6.11)

where fj = ndN
−1
d is the sampling fraction in area d. Under a linear M-quantile approach to small area

estimation, substituting µ̂jd = xjβ̂ψ(θ̂d) in (6.11) then defines a bias-adjusted predictor for Y d that is
an alternative to (6.7).

Wang and Dorfman (1996) point out that the CD predictor (6.10) is model-consistent but design-
inconsistent. An alternative to this predictor that is both design-consistent and model-consistent has
been proposed by Rao et al. (1990). Under simple random sampling the Rao-Kovar-Mantel predictor of
the finite population distribution function is

F̂RKMd (t) = n−1
d

∑
j∈sd

I(yj ≤ t) +N−1
d

∑
k∈sd

n−1
∑
j∈sd

I(yj − ŷj ≤ t− ŷk) +

− (n−1
d −N

−1
d )

∑
k∈sd

n−1
d

∑
j∈sd

I(yj − ŷj ≤ t− ŷk). (6.12)
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Chambers et al. (1992) compared the large-sample mean squared errors of (6.10) and (6.12) and
concluded that neither dominates the other. When the model is correctly specified we expect (6.10)
to outperform (6.12). However Rao-Kovar-Mantel demonstrated that (6.10) can be substantially biased
when model assumptions fail, while (6.12) is less sensitive. Here we just note that the Rao-Kovar-
Mantel predictor can be used to define a predictor of a small area characteristic that can be represented
as a functional of the small area distribution function in exactly the same way as the CD-type predictor
(6.10). In general, the resulting predictors will not be the same. An exception is the Rao-Kovar-Mantel
based predictor of the area mean, which is the same as the CD-based predictor of this mean under simple
random sampling.

6.6 Mean squared error estimation for M-quantile predictors for domains

Mean squared error estimation for the M-quantile predictors of small area averages is described in Cham-
bers et al. (2007). To start, we note that since an iteratively reweighted least squares algorithm is used to
calculate the M-quantile regression fit at θ̂d, we have

β̂ψ(θ̂d) = (X′sWsd
Xs)−1X′sWsd

ys

where Xs and ys denote the matrix of sample x values and the vector of sample y values respectively,
and Wsd

denotes the diagonal weight matrix of order n that defines the estimator of the M-quantile
regression coefficient with q = θ̂d. It follows that the M-quantile predictor (6.7) can be expressed in a
weighted form

Ŷ d = w′sd
ys

with weights
wMQ
sd

= N−1
d

[
∆(d)
n + Ws(θ̂d)Xs{X′sWs(θ̂d)Xs}−1Xr∆

(d)
N−n

]
. (6.13)

Here Ws(θ̂d) is the diagonal matrix of final weights used in the IRLS algorithm. It also follows that
(6.11) can be written

Ŷ
MQ/CD

d = w′sd
ys

with weights

wsd
= (wjd) = n−1

d ∆sd
+ (1−N−1

d nd)WdXs(X′sWdXs)−1 {xrd − xsd
} . (6.14)

with ∆sd
denoting the n-vector that ‘picks out’ the sample units from area d. Given the linear represen-

tation of the M-quantile predictors, methods of robust mean squared error estimation for linear predictors
of population quantities (Royall and Cumberland, 1978) can be used. In particular, the prediction vari-

ance of Ŷ
MQ/CD

d is estimated by

v(Ŷ
MQ/CD

d ) =
1
N2
d

G∑
g=1

∑
j∈sg

λjdg

{
yj − xjβ̂ψ(θ̂g)

}2
, (6.15)

where λjdg =
{

(wjd − 1)2 + (nd − 1)−1(Nd − nd)
}
I(g = d) + w2

jgI(g 6= d).
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6.7 Borrowing strength over space with M-quantile small area models

As we have seen in this literature review, mixed effects models are widely used in small area estimation.
Typically, such models assume independence of random area effects and individual effects. This as-
sumption of unit level independence is also implicit in the M-quantile approach to small area estimation.
In economic, environmental and epidemiological applications, however, observations that are spatially
close may be more related than observations that are further apart. One approach for modeling this
spatial correlation is by extending random effects models to allow for spatially correlated area effects,
e.g. via a Simultaneous Autoregressive Regression (SAR) random effects model. This approach to small
area estimation was described in Chapter 4 of this document. SAR models allow for spatial correlation
in the error structure. An alternative approach to incorporate the spatial information in the regression
model is by assuming that the regression coefficients vary spatially across the geography of interest.
Geographically Weighted Regression (GWR) (Brunsdon et al., 1996) extends the traditional regression
model by allowing local rather than global parameters to be estimated. That is, GWR directly models
spatially non-stationarity in the mean structure of the outcome variable. The use of GWR in small area
estimation with M-quantile models was proposed by Salvati et al (2007). In doing so the authors first
propose an M-quantile GWR model, i.e. a local model for the M-quantiles of the conditional distribution
of the outcome variable given the covariates. This model is then used to define a predictor of the small
area characteristic of interest (here we focus on the small area mean) that accounts for spatial association
in the data. An important spin-off from this approach are more efficient synthetic estimators for out of
sample areas.

Given n observations at a set ofL locations {ul; l = 1, . . . , L;L ≤ n}, with nl data values {yjl, xjl; j = 1, . . . , nl}
observed at location ul, a GWR model is defined as follows

yjl = xjlβ(ul) + εjl (6.16)

The value of the regression “function” β(u) at an arbitrary location u is estimated using weighted
least squares

β̂(u) =


L∑
l=1

w(ul, u)
nl∑
j=1

xjlx′jl


−1

L∑
l=1

w(ul, u)
nl∑
j=1

xjlyjl


wherew(ul, u) is a spatial weighting function whose value depends on the distance from sample location
ul to u in the sense that sample observations with locations close to u have more weight than those further
away. One popular approach to defining such a weighting function puts

w(ul, u) =

{
exp

[
1− (dul,u/b)

2
]2

if dul,u ≤ b,
0 otherwise

(6.17)

where dul,u denotes the Euclidean distance between ul and u and b is the bandwidth, which can be op-
timally defined using a least squares criterion (Fotheringham et al., 2002). It should be noted, however,
that alternative weighting functions can also be used. The GWR model (6.16) is a model for the condi-
tional expectation of y given x at location u. This is easily generalised to a model for the M-quantile of
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order q of the conditional distribution of y given x at u. That is, we write

Qq(x;ψ, u) = Xβψ(u; q) (6.18)

where now βψ(u; q) varies with u as well as with q. That is, (6.18) allows the entire conditional distribu-
tion (not just the mean) of y given X to vary from location to location. The parameter βψ(u; q) in (6.18)
can be estimated by solving

L∑
l=1

w(ul, u)
nl∑
j=1

ψq
{
yjl − x′jlβψ(u; q)

}
xjl = 0 (6.19)

where ψq(t) = 2ψ(s−1t) {qI(t > 0) + (1− q)I(t ≤ 0)}. Here s is a suitable robust estimate of the scale
of the sample y values, e.g. the MAD estimate of scale and we will typically assume a Huber Proposal
2 influence function, ψ(t) = tI(−c ≤ c) + csgn(t)I(|t| > c). Provided c is bounded away from zero,
an iteratively re-weighted least squares algorithm that combines the iteratively re-weighted least squares
algorithm used to fit a “spatially stationary” M-quantile model and the weighted least squares algorithm
used to fit a GWR model can then be used to solve (6.19), leading to estimates of the form

β̂ψ(u; q) =
{
X′sW

∗
s(u; q)Xs

}
X′sW

∗
s(u; q)ys (6.20)

Here ys is the vector of n sample y values and Xs is the corresponding matrix of order n × p of
sample x values. The matrix W∗

s(u; q) is a diagonal matrix of order n with each entry corresponding to
a particular sample observation equal to the product of this observation’s spatial weight, which depends
on its distance from location u, with the weight that this observation has when the sample data are used
to calculate the “spatially stationary” M-quantile estimate β̂ψ(q).

Having defined an M-quantile variant of the GWR model, we can then use this model to predict the
area d mean Y d of y. Following Chambers and Tzavidis (2006), we can first estimate M-quantile GWR
coefficients {qj ; j ∈ s} of the sampled population units without reference to the small areas of interest.
This can be done using the grid-based interpolation described in section 6.5. In particular, we adapt this
approach to the GWR M-quantile model by first defining a fine grid of q values over the interval (0,1)
and then using the sample data to fit the model for each distinct value of q on this grid and at each sample
location. The M-quantile GWR coefficient for unit j with values yj and xj at location uj is finally
calculated by interpolating over this grid to find the value qj such that Qq(xj ;ψ, uj) = yj . Provided
that there are sample observations in area d, an area d specific M-quantile GWR coefficient θ̂d can be
defined as the average value of the sample M-quantile GWR coefficients in area d. Following Tzavidis
and Chambers (2007), a bias-adjusted M-quantile GWR predictor of the mean Y d in small area d is

Ŷ
MQGWR/CD

d = N−1
d

∑
j∈sd

yj +
∑
j∈rd

Q̂θ̂d
(xj ;ψ, uj) +

Ni − ni
ni

∑
j∈si

{
yj − Q̂θ̂d

(xj ;ψ, uj)
}

(6.21)
where Q̂θ̂d

(xj ;ψ, uj) is defined via the MQGWR model.
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There are situations where we are interested in estimating small area characteristics for domains (ar-
eas) with no sample observations. The conventional approach to estimating a small area characteristic,
say the mean, in this case is synthetic estimation. Under the M-quantile model the synthetic mean pre-

dictor for out of sample area d is Ŷ
MQ/SY NTH

d = N−1
d

∑
j∈Ωd

xjβ̂ψ(0.5). We note that with synthetic
estimation all variation in the area-specific predictions comes from the area-specific auxiliary informa-
tion. One way of potentially improving the conventional synthetic estimation for out of sample areas is
by using a model that borrows strength over space such as an M-quantile GWR model. In this case a
synthetic-type mean predictor for out of sample area d is defined by

Ŷ
MQGWR/SY NTH

d = N−1
d

∑
j∈Ωd

Q̂0.5(xj ;ψ, uj)

6.8 Mean squared error estimation for M-quantile GWR predictors for
domains

The arguments outlined in section 6.6 can be extended to define an estimator of the mean squared error
of (6.21). To start we note that (6.21) can be expressed as a weighted sum of the sample y-values

Ŷ
MQGWR/CD

d = N−1
d w′sd

ys (6.22)

where
wsd

=
Nd

nd
1sd

+
∑
j∈rd

H′jdxj −
Nd − nd
nd

∑
j∈sd

H′jdxj . (6.23)

Here 1sd
is the n-vector with jth component equal to one whenever the corresponding sample unit is in

area d and is zero otherwise and

Hjd =
{

X′sW
∗
s(uj ; θ̂d)Xs

}−1
X′sW

∗
s(uj ; θ̂d).

Given the linear representation (6.22), an estimator of a first order approximation to the mean squared
error of this predictor can be computed following methods of robust mean squared error estimation for
linear predictors of population quantities (Royall and Cumberland, 1978). Put wsd

= (wjd). This
estimator is of the form

v(Ŷ
MQGWR/CD

d ) =
1
N2
d

∑
g:ng>0

∑
j∈sg

λjdg

{
yj − Q̂θ̂g

(xj , ψ, uj)
}2

(6.24)

where λjdg =
{

(wjd − 1)2 + (nd − 1)−1(Nd − nd)
}
I(g = d) + w2

jgI(g 6= d).

6.9 Nonparametric M-quantile small area estimation

The p-splines M-quantile regression methodology presented in section 6.4 can be applied to the estima-
tion of small area quantities. To estimate the small area mean, the first step is to estimate the M-quantile



6.9. Nonparametric M-quantile small area estimation 65

coefficients qj for each unit j in the probabilistic sample s of size n without reference to the D small ar-
eas of interest. This is done defining a fine grid of values on the interval (0, 1) and using the sample data
to fit the p-splines M-quantile regression functions at each value q on this grid. If a data point lies exactly
on the qth fitted curve, then the coefficient of the corresponding sample unit is equal to q. Otherwise, to
obtain qj , a linear interpolation over the grid is used.

If a hierarchical structure does explain part of the variability in the population data, we expect units
within clusters defined by this hierarchy to have similar M-quantile coefficients. Therefore, an estimate
of the mean quantile for area d, θd, is obtained by taking the corresponding average value of the sample
M-quantile coefficient of each unit in area d, θ̂d =

∑nd
j=1 qj . The small area estimator of the mean Ȳd is

then
ˆ̄Yd =

1
Nd

{∑
j∈sd

yjd +
∑
j∈rd

ŷjd

}
, (6.25)

where sd and rd denote the sampled and non sampled units in area d, respectively, with Ωd = sd ∪ rd,
and Nd is the known population size of area d. Note that the unobserved value for population unit d ∈ rd
is predicted using

ŷjd = xjdβ̂ψ(θ̂d) + zjdγ̂ψ(θ̂d),

where β̂ψ(θ̂d) and γ̂ψ(θ̂d) are the coefficient vectors of the parametric and spline portion, respectively,
of the fitted p-splines M-quantile regression function at θ̂d.

The predicted values ŷjd can also be used to obtain a bias-adjusted estimator of the mean through the
Chambers and Dunstan adjustment:

ˆ̄Yd =
1
Nd

{∑
j∈sd

yjd +
∑
j∈rd

ŷjd +
Nd − nd
nd

∑
j∈sd

(yjd − ŷjd)
}
, (6.26)

where ŷjd denotes the predicted values for the population units in sd and in rd.
In many instances we are interested in estimating parameters for out of sample areas, that is areas

where there are not sampled units even if in those areas there are population units with the characteristic
of interest. In this case no area effects can be computed and the small area characteristic is estimated by
using synthetic estimation. We can note that with synthetic estimation all variation in the area-specific
predictions comes from the area-specific auxiliary information. One approach to improving estimation
for out of sample areas is by borrowing strength over space (Saei and Chambers, 2005). In the case of
p-splines M-quantile regression, this can be achieved using model (6.4) and setting θ̂d = 0.5. A synthetic
type mean predictor for out of sample area d is given by

ˆ̄Yd =
1
Nd

∑
j∈rd

xjdβ̂ψ(0.5) + zjdγ̂ψ(0.5)

 . (6.27)

We expect that when a truly spatially process is present, (6.27) will improve the efficiency of the other
traditional synthetic estimators.



66 Chapter 6. Quantile / M-quantile Models for Small Area Estimation

Following the approach described in Chandra and Chambers (2005) and Chambers and Tzavidis
(2006), for fixed q and λ, the ˆ̄Yd in (6.26) can be written as the following linear combination of the
observed yj ,

ˆ̄Yd =
1
Nd

∑
j∈s

wjdyj , (6.28)

where the n-vector of weights wd = (w1d, . . . , wnd)′ is given by

wd =
Nd

nd
1sd

+ W(θ̂d) [X Z]
(

[X Z]′W(θ̂d) [X Z] + λG
)−1

(
Trd −

Nd − nd
nd

Tsd

)
(6.29)

with 1sd
the n-vector with jth component equal to one whenever the corresponding sample unit is in area

d and to zero otherwise, W(θ̂d) a diagonal n×nmatrix that contains the final set of weights produced by
the iteratively reweighted penalized least squares algorithm used to estimate the regression coefficients,
G = diag{0P ,1K} with P the number of columns of X and K the number of columns of Z, and with
Trd and Tsd

the totals of the covariates for the non-sampled and the sampled units in area d, respectively.
The weights derived from (6.29) are treated as fixed and a “plug in” estimator of the mean squared

error of estimator (6.28) given by

MSE( ˆ̄Yd) = var( ˆ̄Yd − Ȳd) + [bias( ˆ̄Yd)]2 (6.30)

can be proposed by using standard methods for robust estimation of the variance of unbiased weighted
linear estimators (Royall and Cumberland, 1978) and by following the results due to Tzavidis and Cham-
bers (2007). The prediction variance of (6.28) can be approximated by

var( ˆ̄Yd − Ȳd) ≈
1
N2
d

(∑
j∈sd

{
d2
jd +

Nd − nd
nd − 1

}
var(yjd) +

∑
j∈s\sd

d2
jdvar(yjd)

)
(6.31)

with djd = wjd − 1 if j ∈ sd and djd = wjd otherwise, and s\sd the set of sampled units outside area d.
The bias can be written as

bias( ˆ̄Yd) ≈
1
Nd

( D∑
k=1

∑
j∈sk

wjdỹjk −
∑
j∈Ωd

ỹjd

)
(6.32)

where ỹjk = xjkβψ(θ̂k) + zjkγψ(θ̂k) are the study variable values under the p-splines M-quantile
regression model. Following the area level residual approach (Tzavidis and Chambers, 2006), we can
interpret var(yjd) conditionally to the specific area d from which yj is drawn and hence replace var(yjd)
in (6.31) by (yjd − ŷjd)2. An estimate of the bias is obtained replacing ỹjk by ŷjk in (6.32). A robust
estimator of the mean squared error of (6.28) is given by the sum of the estimator of the variance

v̂ar( ˆ̄Yd) =
1
N2
d

∑
j∈sd

{
d2
jd +

Nd − nd
nd − 1

}
(yjd − ŷjd)2 +

∑
j∈s\sd

d2
jd(yjd − ŷjd)2

 (6.33)
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and the squared estimate of the bias

b̂2( ˆ̄Yd) =
1
N2
d

 D∑
k=1

∑
j∈sk

wjdŷjk −
∑
j∈Ωd

ŷjd

2

. (6.34)

Since the bias-adjusted nonparametric M-quantile estimator is an approximately unbiased estimator
of the small area mean, the squared bias term will not impact significantly the mean squared error esti-
mator. The main limitation of the MSE estimator is that it does not account for the variability introduced
in estimating the area specific q’s and λ. We note also that we can obtain an estimate only for areas
where there are at least two sampled units. For all these reasons, we are currently investigating the use
of bootstrap as an alternative approach for estimating the MSE.
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Chapter 7

Estimation of cumulative distribution
functions

7.1 Introduction

Cumulative distribution function estimation is often an important objective in survey practice. The distri-
bution function allows to identify subgroups in the population whose values for a particular variable lie
below or above a given limit. For example, Laeken poverty indicators, such as at-risk-of-poverty rate, are
based on quantiles (that are easily derived from the cumulative distribution function) of the distribution
of equivalized net income. Furthermore, when the variable of interest is strongly skewed or is plurimodal
the knowledge of the mean can be misleading, while the knowledge of the distribution function gives full
information.

The cumulative distribution function can be estimated without using auxiliary information (section
7.3) or using this available information in a parametric, semiparametric or nonparametric framework
(section 7.4). This classification crosses the one between design-based and model-based estimators of
the cumulative distribution function.

Another topic of interest closely related to the estimation of the cumulative distribution function is
that of quantile estimation (section 7.5).

The problem of estimating the cumulative distribution function at the small area level (section 7.6)
can be faced again with or without the use of auxiliary information. As for the estimation of small area
mean values (chapter 6), the novel approach is represented by the use of M-quantile and nonparametric
M-quantile regression models.

The estimation of the mean squared error of the cumulative distribution function estimator is an open
research problem, in particular for what concern small area estimation. For the distribution function
estimator in general the proposed mean squared error estimators depend on the choice of a specific
superpopulation model. Alternative jackknife and bootstrap approaches have been proposed, but the
problem is still open in the small area case.

71
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7.2 Estimating cumulative distribution function from survey data

Let Ω = {1, . . . , N} be a finite population. Let y = (y1, . . . , yN )′ denote the variable values for the N
population elements. The cumulative distribution function of Y at population level is

F (t) = N−1
∑
j∈Ω

I(yj ≤ t). (7.1)

We consider a sample s ⊂ Ω, of n ≤ N units, and we denote with r = Ω− s the set of non sampled
units. For each population unit j, let xj = (x1j , . . . , xpj) denote a vector of p known auxiliary variables.
The goal is to estimate (7.1).

One possibility to classify the contributions in the literature to the estimation of (7.1) is by consider-
ing whether they make use of auxiliary information or not.

7.3 Estimating cumulative distribution function without auxiliary infor-
mation

The customary design-based estimator, the Hájek estimator of the finite population distribution function
(7.1) is

F̂H(t) =

∑
j∈s(1/πj)I(yj ≤ t)∑

j∈s 1/πj
(7.2)

where πj is the probability of inclusion in the sample of unit j. The estimator F̂ (t) is design-unbiased
for F (t) under any sampling scheme such that

∑
j∈s π

−1 = N . The first proposal on how to estimate
the variance of this estimator is probably in Woodruff (1952).

Alternative estimators to (7.2) were considered and compared in Kuk (1988), namely the Hájek
estimator defined above, the Horvitz Thompson estimator

F̂HT (t) =

∑
j∈s(1/πj)I(yj ≤ t)

N
(7.3)

and the complementary proportion estimator, that is the estimator for S(t) = 1− F (t)

F̂CP (t) = 1−
∑

j∈s(1/πj)I(yj > t)
N

. (7.4)

Theoretical results in Kuk (1988) suggest that F̂CP (t) and F̂H(t) should be preferred to F̂HT (t).
Moreover, empirical results show that F̂CP (t) should be used for the estimation of medians. On the
issue of estimating the cumulative distribution function without using auxiliary information see also
Hyndman and Fan (1996), Shuster (1973) and Modarres (2002).
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7.4 Estimating cumulative distribution function using auxiliary informa-
tion

The parametric case

The customary estimator (7.2) does not make use of auxiliary population information. To remedy this,
Rao et al. (1990) proposed an alternative model-assisted estimator of the cumulative distribution func-
tion.

Consider the superpopulation model with one covariate x

yj = βxj + v(xj)ej (7.5)

where β is an unknown parameter, v(x) = x1/2 and the ej are independent and identically distributed
random variables with zero mean. Rao et al. (1990) consider two methods to include the auxiliary
information at the estimation stage: the ratio and the difference estimator. The ratio estimator of F (t) is

F̂RKMa(t) = N−1

∑
j∈s

(π−1
j )I(yj ≤ t)


∑
j∈s

π−1
j I(R̂xj ≤ t)


−1∑

j∈Ω

I(R̂xj ≤ t)

 (7.6)

where R̂ = (
∑

j∈s yj/πj)(
∑

j∈s xj/πj)
−1 is the customary design-consistent estimator of the popula-

tion ratio R = y/x. This estimator is more efficient than (7.2) when yj is approximately proportional to
xj .

The difference estimator is

F̂DIF (t) = N−1

∑
j∈s

(π−1
j )I(yj ≤ t) +

∑
j∈Ω

I(R̂xj ≤ t)−
∑
j∈s

π−1
j I(R̂xj ≤ t)

 . (7.7)

This estimator has the same property of F̂RKMa(t) and it avoids the ratio bias, especially for small n.
Rao et al. (1990) propose an alternative difference estimator because the (7.6) and (7.7) are asymp-

totically design-unbiased but not model-unbiased under model (7.5). The estimator is

F̂RKMb(t) = N−1

∑
j∈s

(π−1
j )I(yj ≤ t) +

∑
j∈Ω

Ĝj −
∑
j∈s

π−1
j Ĝjc

 (7.8)

where

Ĝj =

(∑
k∈s

1/πk

)−1(∑
k∈s

π−1
k I(R̂xj + êkx

1/2
j ≤ t)

)
,

Ĝjc =

(∑
k∈s

πj/πjk

)−1(∑
k∈s

(πj/πjk)I(R̂xj + êkx
1/2
j ≤ t)

)
,

êj = x
−1/2
j (yj − R̂xj) and πjk/πj is the conditional probability of selecting unit j and k given that

j ∈ s.
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The variance estimators for (7.6), (7.7) and (7.8) are proposed in Rao et al. (1990). Wu and Sitter
(2001b) argue that these variance estimators rely on the existence of an asymptotic expansion which may
not exist for a particular design and is difficult to verify in general. Their proposal is to use a jackknife
approach to obtain a design-consistent estimator of the variance of the design-based estimator (7.8).

A model-based parametric approach to the estimation of the finite population cumulative distribution
function has been proposed by Chambers and Dunstan (1986).

Consider the (7.1) and note that it can be decomposed as

F (t) = N−1

∑
j∈s

I(yj ≤ t) +
∑
k∈r

I(yk ≤ t)

 .

The unknown quantity
∑

k∈r I(yk ≤ t) needs to be estimated. Assuming that a superpopulation
model exists, we can predict the unobserved y values under this model and get a model-unbiased esti-
mator for F (t). Consider again as a superpopulation the model (7.5), where the auxiliary variable x is
known for all the units in the population. A naive estimator is obtained replacing the unknown quantity∑

k∈r I(yk ≤ t) with the estimated one
∑

k∈r I(ŷk ≤ t) under the superpopulation model. Since this
leads to a biased estimator, Chamber and Dunstan (1986) (CD hereafter) propose this estimator of F (t)

F̂CD(t) = N−1

∑
j∈s

I(yj ≤ t) +
∑
k∈r

n−1
∑
j∈s

I(β̂xk + v(xj)êj ≤ t)

 (7.9)

where β̂ =
{∑

j∈s yjxj/v
2(xj)

}{∑
j∈s x

2
j/v

2(xj)
}−1

. This estimator is correct under the superpop-
ulation model (7.5). Consistency and asymptotic results for the bias and variance of the Chambers and
Dunstan estimator are derived in Chambers et al. (1992) under a simple linear model. Considering
alternative superpopulation models, asymptotic results must be completely re-derived. For this reason,
Wu and Sitter (2001b) proposed a jackknife consistent estimator of the variance of (7.9). Alternatively,
Lombardia et al. (2003) presented a consistent bootstrap procedure to estimate the mean squared error.

Several estimators were proposed as variants of the RKM and CD estimators.
Wang and Dorfman (1996) proposed a weighted estimators of the RKM and CD estimators of the

form F̂WD(t) = ωF̂CD + (1−ω)F̂RKMb , where ω is a weight estimated from available data to achieve
minimal asymptotic mean squared error.

Mak and Kuk (1993) proposed a variant to the CD estimator of this form

F̂MK(t) = N−1

∑
j∈s

I(yj ≤ t) +
∑
k∈r

Φ

(
t− β̂xk
σ̂v1/2(xk)

) (7.10)

where Φ(·) is the normal cumulative distribution function and the estimate of the standard deviation σ̂ is
obtained from the weighted regression fit.

A robust approach to the estimation of the cumulative distribution function is due to Welsh and
Ronchetti (1998). They proposed a methodology based on the use of robust estimates and a bias-
calibrated form of the CD estimator. This method is useful when the sample data contain a small number
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of representative outliers. Representative outliers are correct observations from typical units which are
extreme relative to the bulk of the data (Chambers, 1986).

Some other proposals can be found in Lombardia et al. (2005), Dorfman (1993), Chambers et al.
(1993).

The nonparametric case

The susceptibily of parametric methods to mean function and variance misspecification bias provides
motivation to consider a superpopulation model yj = m(xj)+v(xj)ej using nonparametric methods. In
this case, the only hypothesis is that the mean function m(xj) is some smooth function of the auxiliary
data xj , and v(xj) is smooth and strictly positive. Another possibility is to specify I(yj ≤ t) given x as
a smooth function.

Dorfman and Hall (1993) discuss in detail a general class of nonparametric estimators for the finite
population distribution function; for example, a model-based nonparametric estimator of the total of Y
which can be adapted to the case of the cumulative distribution function is:

F̂DOR(t) = (N)−1

∑
j∈s

I(yj ≤ t) +
∑
k∈r

ĝ(xk)


where ĝ(xk) is a model-based nonparametric estimator of g(xk), the kernel smooth estimator of G{(t−
m(xj))v−1(xj)}.

To estimate the bias, the variance and the mean squared error of nonparametric CD-like estimators
of the cumulative distribution function, Lombardia et al. (2004) proposed a bootstrap methodology.

Under the hypothesis of a smooth function for I(yj ≤ t) given x, Kuo (1988) proposed the first
nonparametric estimator. See also Kuk (1993).

The nonparametric approach to the estimation of the cumulative distribution function can be extended
to the case where even the assumption that the nonparametric model always holds is removed. More
specifically, a local polynomial regression approach based on the population total estimator of Breidt
and Opsomer (2000) can be derived. A semiparametric approach for situations were some auxiliary
variables are treated nonparametrically and the others are treated parametrically have also been proposed
in Johnson et al. (2008), as an extension to the semiparametric estimator of the finite population total by
Breidt and Opsomer (2002).

Calibration estimators

A different class of estimators of the cumulative distribution function calibrate the estimate with respect
to the auxiliary variable x. All the proposals try to achieve design consistency for protection in case of
model failure, and improvement on design-based estimators in case of model correctness.

One possibility is to calibrate using a difference between the total in the population and the corre-
sponding weighted sum in the sample of some function g(·) of x:

∑
k∈Ω g(xk)−

∑
j∈swjg(xj). Under

this framework and considering I(yj ≤ t) three class of estimators can be defined.
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• Generalized regression estimators (GREG). Wu and Sitter (2001a) suggest a g(xj) producing an
estimators that recall the RKM one.

• Estimators specified through the calibration weights. Kovacevic (1997) proposes different distance
functions and calibration constrains assuming to have or to have not full population information.
Rueda et al. (2007a) consider an estimator which performs on a level with the CD estimator and
better then the RKM; Rueda et al. (2007b) propose a nonparametric version of the same estima-
tor. Harms and Duchesne (2006) propose a calibration estimator for the cumulative distribution
function as an intermediate step to estimate quantiles, since it is obtained constraining on a given
population quantile.

• Pseudo-empirical likelihood estimators. Chen and Wu (2002) suggest three estimators, based on
different models, and they show their relative efficiency through a simulation study.

On the estimation of the cumulative distribution function using auxiliary information see also Durrant
and Skinner (2006), Nascimento Silva et al. (1995), Kuk and Mak (1994), Dunstan and Chambers (1989),
Kuk and Mak (1989).

7.5 Quantile estimation

Another topic of interest closely related to the cumulative distribution function estimation problem is that
of quantile estimation.

One possibility is to estimate the quantiles through inverting an estimate of the cumulative distribu-
tion function F̂ (t). For θ(α) = min {t : F (T ) ≥ α}, the α-quantile of y, an estimate θ̂(α) is

θ̂(α) = min
{
t : F̂ (t) ≥ α

}
where F̂ (t) is based on some finite population cumulative distribution function estimator. See Harms
and Duchesne (2006), Kuk and Mak (1989).

A different possibility is the direct estimation of the quantile, θ̂(α), without the need to specify the
cumulative distribution function. Using auxiliary information on the quantiles of x, some estimators
of this kind has been suggested by Rao at al. (1990). Other quantiles direct estimators using auxiliary
information can be found in Meeden (1995) and Mak and Kuk (1993).

As concerns confidence intervals and variance estimation for quantiles, a general method is to trans-
form estimates of precision referring to the cumulative distribution function, as described by Woodruff
(1952). Different proposals and some comparison between them can be found in Sitter and Wu (2001),
Dorfman and Valliant (1993), Francisco and Fuller (1991), Rao et al. (1990).

See also Oberhofer and Haupt (2005), Rueda and Arcos (2004), Singh et al. (2001), Rueda et al.
(1998), Sheather and Marron (1990), Falk (1985), Harrel and Davis (1982).
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7.6 Small area estimation of the cumulative distribution function

Also the SAE problem of estimating F (t) and the corresponding quantiles can be faced with and without
the use of available auxiliary information.

SAE cumulative distribution function without auxiliary information

The estimator of the cumulative distribution function at small area level Fd(t) for any given t can be
viewed as the problem of estimating a small area mean. To see this, note that Fd(t) can be expressed as
a small area mean,

F̂d(t) = N−1
d

∑
j∈Ωd

I(yj ≤ t) =
Tz
Nd

= z̄d (7.11)

where Ωd represents the population of area d, I(yj ≤ t) is an indicator variable defined for j = 1, ..., Nd

and for any real number t as I(yj ≤ t) = 1 if yj ≤ t and 0 otherwise. Consequently we can estimate
Fd(t) for a given t, by the sample weighted mean at small area level

F̂d(t) =
T̂z

N̂d

=

∑
sd

I(yj≤t)
πj∑

sd

1
πj

(7.12)

where sd is the set of sample elements of area d. To divide by N̂d rather than by Nd (if Nds were known)
will often have advantages from a variance point of view. Since F̂d(t) is not linear, and consequently
only approximately unbiased, we can not determine its exact variance expression (Särndal et al., 1992).

SAE cumulative distribution function using auxiliary information

F̂d(t) in (7.11) is based on information about the study variable only for sampled units. However auxil-
iary information is often available for the entire population of the small area of interest. The relationship
of the auxiliary information with the study variable across the sample allows inferences about the not
sampled portion of the population in the small area of interest. In particular, the estimation of F̂d(t) can
be improved.

Existing auxiliary information is easily incorporated in the estimators of Fd(t) under a model-based
approach to inference.

The small area estimator of the cumulative distribution function under a model-based approach is

F̂d(t) = N−1
d

∑
j∈sd

I(yj ≤ t) +
∑
j∈rd

I(ŷj ≤ t)

 , (7.13)

where sd and rd represent the sample and non sampled units of small area d, respectively, d = (1, . . . , D)
and ŷj is a predictor for the yj . The most popular class of models for small area to predict ŷj are mixed
models (chapter 1, model 1.1). Under these models the small area estimator of the Fd(t) becomes

F̂MX
d (t) = N−1

d

∑
j∈sd

I(yj ≤ t) +
∑
j∈rd

I(xj β̂ + ûd ≤ t)

 , (7.14)
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where β̂ and ûd are obtained through the ML or REML procedures presented in chapter 1.
An alternative approach to the estimation of F̂d(t) is based on M-quantile models (Chambers and

Tzavidis, 2006). The M-quantile version of the F̂d(t) estimator is

F̂MQ
d (t) = N−1

d

∑
j∈sd

I(yj ≤ t) +
∑
j∈rd

I(xj β̂ψ(θ̂d) ≤ t)

 (7.15)

where the estimates β̂ψ(θ̂d) can be calculated through iterative weighted least square algorithms (chapter
6).

A semiparametric approach to the estimation of small area cumulative distribution function have also
been proposed by Pratesi et al. (2008), following the methodology already considered in section 6.9. In
this case the estimator can be expressed as:

F̂NPMQ
d (t) = N−1

d

∑
j∈sd

I(yj ≤ t) +
∑
j∈rd

I(xj β̂ψ(θ̂d) + zj γ̂ψ(θ̂d) ≤ t)

 (7.16)

where β̂ψ(θ̂d) and γ̂ψ(θ̂d) are the coefficient vectors of the parametric and spline proportion of the fitted
p-splines M-quantile regression function at θ̂d. Pratesi et al. (2008) also consider a nonparametric
bootstrap technique for estimating the mean squared error of the estimator (7.16).

Since the MQ and the NPMQ estimators are affected by bias, the CD correction (section 6.5) can be
applied to the estimation of the small area cumulative distribution function as follows

F̂CD,d(t) = N−1
d

∑
j∈sd

I(yj ≤ t) +
∑
k∈rd

n−1
d

∑
j∈sd

I(ŷk + (yj − ŷj) ≤ t)

 .

The CD version of estimators (7.15) and (7.16) can then be obtained computing the corresponding
ŷk predictions. A first application of M-quantile models to estimate small area cumulative distribution
functions can be found in Tzavidis et al. (2008), where estimates for the quantiles of the variable of
interest in the small areas has been computed.

The estimation of the mean squared error of (7.13) is nowadays an open research problem.
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Prologue 
 
 

The following report presents the current status of the instruments and indicators used to measure and 
monitor the phenomenon of poverty and social inequality by policy makers in planning and implementing 
efficient and integrated policies to reduce and prevent poverty.  The territorial levels examined are Italy in the 
conceptual framework and European methodology, the Tuscany Region (NUTS 2), the Province of Pisa 
(NUTS 3) and in particular, the local sub-provincial governments made up of aggregate municipalities (LAU 
2). The Tuscany Region and the Province of Pisa are territories where the SAMPLE project shall conduct the 
empirical part relative to the development of the stimulus model for small areas and the permanent 
observatory for the analysis and monitoring of poverty phenomena.  

The report is broken down into two  parts: 

-  The first part consists of a brief overview of the spin-offs from the Lisbon strategy at the level of 
the Tuscany Region and explores the indicators used for its regional programming efforts, in 
particular, those for the Regional Development Plan (PSR, according to the Italian initials) and the 
Regional Social Integration Plan (PISR); 

-  The second portrays the current status of the results assembled from the UROPS in their review of 
the data and the development of a multi-method approach in acquiring knowledge of the 
phenomenon of poverty and vulnerability. 

Before going on to the analysis of the individual parts for the territories analysed, a summary of the 
current conceptual approach is described as it is used by policy makers and the persons responsible for 
poverty in these territories. 

The multi-dimensional approach to poverty is shared acquired knowledge, in the sense that the dimension 
of revenues and material deprivation, even though it remains crucial, is inserted into a more complex 
dimension of quality of life.  A shared and harmonized determination of the indicators required to empirically 
measure the multidimensionality does not yet follow this approach.  In fact, Laeken’s indicators are able to 
create a homogenous and cognitive basis between the Member States of the European Union as we shall 
analyse later on.  Their implementation, limited to a regional territorial level, has created a fertile field for the 
development of autonomous strategies to identify the information and construct indicators at the sub-regional 
government level, resulting in various analyses that cannot be compared with each other.  



 III

By applying five topic areas that are “vectors” to the documents analysed1, using a cognitive framework 
developed by CERFE2 it is possible for us to affirm that:  

1. There is a consolidated convergence in the literature and national and regional regulations as to the 
centrality of the knowledge of poverty, its multidimensional nature, its intensity, and the dynamics of 
the phenomena of deprivation present in the territory.  These serve as an essential basis for taking 
coherent and effective steps in the policies to fight and prevent poverty (first vector).  Awareness of 
how this is crucial arose over time with the terminology moving progressively closer as to the 
conceptual multidimensional definition of poverty and the resultant need to ensure that the 
methodological approaches were also multidimensional;  

2. What has still not been suitably put into practice and applied to anti-poverty policies is the subjectivity 
of the poor understood as an attitude so as to no longer identify the poor as passive subjects that are 
beneficiaries of state interventions, but rather as players in anti-poverty policies (second vector), 
notwithstanding the fact that this approach is meeting with ever-increasing agreement in the debate 
surrounding the dynamics and the effects of being poor and vulnerable.  Beyond directly listening and 
becoming involved with poor and vulnerable persons, through actions aimed at their empowerment, very 
little has been developed or analysed in relation to the most advanced European experiences and good 
practices formulated by the European Anti Poverty Network or EAPN in the territories under review.  
The EAPN promotes the direct involvement of the poor and vulnerable in selecting the institutional and 
third-sector interventions that concern them, as will be analysed below;  

3. There is a growing convergence in acknowledging the social-dynamic nature of poverty in complex 
societies.  In the documents analysed, the image of poverty as a static condition actually overlaps either 
in the theoretical or political approach, highlighting how poverty is a process.  In fact, by inserting the 
variable of time, poverty can be intermittent, persistent, recurring, chronic and intergenerational. From 
this understanding the longitudinal measures that are able to take advantage of these dynamics have 
been developed.  However, in the territories under review they seem to have been developed to a very 
limited extent, just as the life story approaches3 have not been very developed.  These approaches 
highlight the the dynamics of the processes of impoverishment by identifying the cumulative micro-
fractures that are often borne by the subjects in solitude and cause their descent into poverty (third 
vector); 

4. The differentiated typology of the poor and vulnerable groups is recognized in the territories and it is 
precisely this awareness that calls for development of appropriate methodological instruments to 

                                                 
1 An initial application of the vectorial framework was done by analysing the following material: the PRS 
2006-2010 and the PISR 2007-2010; a regional and provincial bibliography.  The considerations expressed 
herein also bear on the results of the research and actions undertaken by UROPS, to be further described 
below, on Poverty, Vulnerability   and Living Conditions of Families in the Province of Pisa carried out with 
the  Health’s societies and subjects from third sector associations of the provincial territory.  
2 Giancarlo Quaranta, Gabriele Quinti (under the supervision of), Social Exclusion and Poverty.  
Contribution to learning and measuring social and environmental risks in the international context CERFE, 
Rome, 2005.  
3  An application of this approach will be recounted later.  It was promoted by the UROPS and executed by 
the Department of Social Sciences of the University of  Pisa. 
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measure the exposure and risks of vulnerability and how these individuals become more fragile. This is 
mostly associated with those cases having a reduced capacity to protect themselves due to a lack of 
valuable resources, connections and support networks (fourth vector); 

5. Intimately connected to the previous vectors is the understanding that policy makers urgently need to 
promote concrete policies aimed at preventing and fighting the various phenomena of poverty and 
social exclusion.  In other words, they need to develop articulated and appropriate policies based on the 
characteristics of the vulnerable individuals involved, as well as the characteristics and dynamics of the 
territory they live in.  This will allow them to be more effective in dealing with the dynamic aspects of 
poverty (fifth vector).  

The establishment of concrete policies is an ongoing procedural effort that needs to be further reinforced 
in relation to this fifth vector.  
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Chapter  1 
 
Poverty indicators used by the Tuscany 
Region 
 

 
The Tuscany Region is involved in national efforts to draft the PAN-Incl. and is active in the European 

Network named RETIS whose objectives are to develop instruments to analyse poverty and policies and 
projects aimed at its prevention and deterrence. 

Viewing poverty and social exclusion as a phenomenon, pursuant to the multidimensional acceptance 
stated in the introduction, the source of data and qualitative and quantitative indicators used by the Regional 
Council to develop its programs are mainly comprised of the following institutional resources and by Caritas, 
a non-institutional resource.  

• Regional Statistics System; 

• IRPET – Regional Institute for Economic Planning;  

• ARS – Regional Health Agency; 

• Regional Network of Social Observatory (OO.SS according to Italian abbreviation); 

•  Health’s societies’ System;  

• Database from the CARTIAS Regional Welcome Centres. 

The Regional Council therefore takes into account the analysis developed by these institutional actors and 
Caritas when preparing their regional action plan. The Regional Development Program (PRS), receives the 
European instructions on the Strategy for Sustainable Development and the Lisbon Strategy, and the 
instructions and planning document whereby the Regional Council from Tuscany defines the directions and 
actions to be undertaken for the integrated development of the territory based on economic, social and 
environmental sustainability.  It does this in close cooperation with the current Government Program 
established by the legislature. The PRS identifies the strategic choices of the regional action and the 
legislature’s priorities through the Integrated Regional Projects.  On the one hand, it links up with the 
legislature’s sectorial programs to determine the operations and planning.  On the other hand, it acts on the 
project plans that were chosen and developed by the individual provincial territories through the Local 
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Development Conventions1. The Regional Council arrives at the Regional Development Program though a 
governance model with representatives from all facets of Tuscan society, respecting the specific institutional 
competencies.  The Integrated Social Regional Plan (PISR), which more specifically intervenes in the 
integrated social policies, is a sectorial plan aimed at putting into effect the social rights of citizens.  On the 
basis of the analysis of context and the indicators of social hardships it establishes the parameters for 
allocating regional funds for social policies. 

 
 

1.1 IRPET Indicators - Tuscany Regional Institute for Economic Planning  
The IRPET provides analysis and in-depth knowledge of the Tuscany Region.  Some of the principal studies 
carried out on the living conditions of Tuscan families and poverty were the following:  two reports on well-
being; periodic estimates of poverty; an analysis of the distributive effects of the main fiscal provisions (tax 
reform) and social (introduction of guaranteed minimum income, the Isee (Indicator of Equivalent Economic 
Situation), the contribution for the purchase of a house for young couples, the check for newborns, the tax for 
financing a fund for persons that are not self-sufficient, etc.) that have an impact on the standard of living of 
Tuscan families.  Since 2002, together with the “C. Dagum” Cridire Research Centre at the University of 
Siena (the partner in the SAMPLE project), it has initiated a survey on the living conditions in Tuscany 
(ICVFT).  The survey was conducted in 2002, and repeated in 2004, and made it possible to gain further 
understanding of social mobility, the dispersion of revenues, the phenomena of economic and 
multidimensional poverty, housing conditions, and the perception of living conditions.  The analysis 
provided by these studies all have a direct bearing on the programming, implementation and evaluation of the 
economic and social programs and the comprehensive strategy for development for the Tuscany Region. 

The studies have for the most part been regional, with provincial information and in some cases, they 
have taken into account the aggregated municipalities of the SEL (Local Tuscan Economic Systems).  The 
ICVFT prepares the data at a regional level.  In 2006, with the publication of the Poverty Mapping for 
the Tuscany Region2, IRPET analysed the territorial distribution of poverty and inequality, generating 
estimates at the territorial and municipal levels and consequently, at the higher territorial levels:  provinces 
and SEL. 

The computation methods used3 combine two different statistical sources.  One uses a sampling 
technique, namely the Inquiry into the Living Conditions of Tuscan Families (ICVFT), whereas the Census 
of Population and Households refers to the entire population of families. Through a regressive linear model 

                                                 
1 The PSR also includes a programmatic reference framework of the new European programmes and the 
interventions related to the Framework Programme Agreements with the national government and is linked 
with the strategic choices of the Territorial Direction Programme (PIT);  finally, it represents the guiding 
instrument on how to use regional, national and EU financial resources, allocated in provisional terms 
between the various priorities identified with the PIR – Regional Law 49/1999 “Regulations for regional 
programming.” 
2 IRPET, Mapping Poverty in Tuscany, Florence, July 2006 
3 According to the information provided by the authors in their introduction to the text, the procedure was 
used by the World Bank to monitor poverty and evaluate policies in Albania.  These were used to identify 
which measurement indicators were required to decide how funds and transfers would be distributed in the 
territory so that the areas most in need economically and socially would benefit.  
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with variable components applied to the data collected in the ICVFT, an estimate of the relative distribution 
of the dependent variables is arrived at (available income).  This estimate can be used to generate an 
analogous distribution for each census unit, conditionally based on the observed characteristics.  The co-
variables used in the model, that is, the explanatory variables from which the dependent variables are taken, 
are those present in the two records.  

This methodology makes it possible to associate an income value for all Tuscan families and link it to the 
census. From this conditional distribution, it extracts a series of poverty and inequality measures articulated 
to the municipal level. Then, the application of the estimate to small areas makes it possible to calculate the 
interest parameter values for areas not represented in the sample.  

The computation methodology followed two procedural steps: 
a. From the sample data it arrived at a model capable of estimating family income; 

b. Subsequently, one arrives at the income level for each family in the census, taking into account 
relative margins of error.  These figures are then calculated using the traditional indexes 
(headcount ratio, income gap ratio, Gini, Atkinson, etc.) for poverty and inequality in the 
territorial framework.  

 
For each territorial unit the following measures of poverty and income inequality were calculated:  
 

1 Equivalent average family income 
2 Measures of poverty and inequality 
 a) diffusion spread 
 b) Foster, Greer and Thorbecke indexes 
 c) Sen index 
 d) Gini index 
 e) Gini index regarding income of poor families 
 f) Atkinson index 
 g) average logo-rhythmic deviation  
 h) inequality measurements 

 
 
The following information was used from the census data, the most recent one having been the 14th 

Census of Population and Housing (2001): 
 

1 Population counted and notations made on structural characteristics 
2 Determination of legal population 
3 Information gathered regarding the numerical consistency and structural characteristics of housing 

(buildings also counted in census:  housing use, and in centres lived in, including those not intended 
for housing) 

4 Structural and family demographics of the resident foreign population  
5 Family typology 
6 Level of highest academic degree attained either in Italy or abroad 
7 Professional status and information regarding non-residents 
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The two sources of information were analysed in order to study their comparability as well as to construct 
common variables from the two databases with the same distribution.  The information culled from the 
Census and Inquiry relate to persons who customarily stay in the area and their housing situation.  The census 
also gathered information on buildings. 

 
Collective data common to the two records regarding housing: 
  
1 Deed of use for housing 
2 Housing area in square metres  
3 Existence of shower and bathtub 
4 Existence of sanitary fittings inside housing 
5 Existence of hot water 
6 Existence of heating equipment 
7 Existence of private box, parking spot or garage 
8 Existence of fixed and working telephone line 

 

Collective data common to the two records regarding individuals:  

1 Information on kinship ties between individuals 
2 Age 
3 Civil Status 
4 Highest academic degree attained 
5 Professional title and status, type of work contract held 
6 Information regarding number of hours worked in the week preceding the interview 
7 Economic business sector 

 
 
Carrying out the various phases of the process involved in producing the data made it possible for IRPET 

to structure the definitive working records constituting a basis for the micro-data that can be updated.  This 
facilitates the monitoring the living conditions of families in Tuscany.  

 
 

1.2 Institutional Information Systems:  Provincial Social Observatories and  
Health’s Societies  
Other sources of regional information of note used for planning the territorial policies of the Tuscany Region 
are the Regional System of the Provincial Social Observatories and the Health’s Societies: Public 
Consortiums whose principals are the local and communal health organizations.  

The Provincial Social Observatories, including the Social Observatory for the Province of Pisa – 
UROPS which is a partner in the project, were established in 1997 by the Tuscany Region with the legislative 
task of contributing to the Information System for Social Policies providing cognitive data on the needs of 
the population in the provincial territories under its jurisdiction in order to design social policies and 
promote the informed participation of third-sector subjects and citizens in the overall logistics of promoting 
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citizenship. They periodically produce surveys and carry out local investigations with a common territorial 
framework for their reference areas.  Over time they have additionally developed, with some differences 
between the various provincial realities, analogous Statistical Information Databases and produced the annual 
Statistical Dossiers and Social Reports. 

The Health’s societies, (SdS according to Italian abbreviation) represent one of the most important 
innovations in the integrated health program and social assistance and they have a specific planning task for 
the integrated social and health policies.  Their role is to encourage the involvement of local communities, 
social parties, third sector associations, and volunteers in identifying health-related needs (according to the 
WHO definition) in the planning process. For the SdS, local action is an essential element in the regional 
strategy to promote health and is not limited just to social and health issues, but also includes the 
improvement of health through an integrated inter-sectorial policy capable of influencing the determining 
factors affecting the health of populations and the quality of the environment.   

The recent law of Regione Toscana (LR 68/09) has consolidated the Health’s Societies which have the 
function of social and sanitary planning at supra-municipal level. 

The SdS programming is formulated using the Integrated Health Plan instrument.  Together with the 
Regional Health Agency, the SdS develops a shared cognitive system based on health markers of the 
population in the territories under its jurisdiction.  They develop Health Profiles and Health Portraits every 
three years.  

Since may 2008 UROPS participate at Regional Network of Social Observatory (OO.SS according to 
Italian abbreviation) coordinated by the Regional Social Observatory  

One of the aims of the Regional Network is to create a regional common set of indicators in social 
policies and a common methodology for the acquisition of the dates 

The OO.SS has selected 130 indicators to estimate the health state of local population and to evaluate 
local social policies realized by the Health’s Societies.  

For every indicator we have identified the provider and the source. Every indicator will be provided at 
supra-municipal level. 

These activity is a first important step for the development of the “Observation System to monitor 
poverty, vulnerability and social exclusion” (Task 3.4). 

 
These are the main areas which will be monitored: 

 Demographic profile  

 Health state (travel accidents, hospitalize, infectious desease)  

 Essential level of territorial health care (sanitary services, social care) 

 Elderly persons (health indicators, socio-demographic indicators, not self sufficiency) 

 Families and youngers 

 Immigration 

 Disability 

 Mental health 

 Dependences 
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1.3.  Indicators from the third sector 
Within the framework of third sector associations, a cognitive data source for the Tuscany Region is 

represented by the analysis produced by the Observatory of Resources and Poverty, which is part of 
CARITAS (An Episcopal organization of the Italian Episcopal Conference), which has a national structured 
database from its territorial Welcome Centres.  The Immigration Reports that are produced annually are also 
used in analysing and monitoring poverty and social exclusion.  These reports represent an important and 
relevant cognitive source for the national, regional and provincial territory. 



7 

 
 
 
 
 

Chapter  2 
 
Poverty Indicators used in the Province of Pisa 
 
 
2.1.  Data and Indicators Developed by the UROPS 
In the provincial territory of Pisa, the municipalities, the ASL organizations, the Social-Health Areas have 
produced important studies over time on poverty and social exclusion specifically focus on particular target 
populations.  The analysis produced has been limited and occasional.  As part of its institutional 
responsibilities, the Observatory for Social Policies UROPS)4 has produced cognitive reports on the social 
situation in Pisa.  It has also conducted research and studies on the specific needs of various population 
groups (youth, adults, elderly persons living alone) that depict the social fragility of the region and the needs 
and vulnerabilities of its residents.  

Though quite significant, the information and assessments of the phenomenon of poverty and social 
exclusion produced by Eurostat, Istat, as well as the sample surveys conducted by Eurispes and Censis, but 
also at the regional level in studies by IRPET, have up to now not taken into consideration the territorial 
details that are required and useful for policy makers in local government.  In light of these considerations, 
the OPS has decided to strengthen its Observatory model5 by developing a specific Information Section on 
Poverty, Vulnerability and Living Conditions of Families in the Province of Pisa:  This is the reason that in 

                                                 
4 The Observatory for Social Policies (OPS) , an organization established under Tuscany Regional rules, was 
founded in the Province of Pisa in 1999. Together with the provinces of Lucca, Leghorn and Massa Carrara, 
it prepares a model  Social observatory of a Vast Area developed by the Department of Social Sciences of the 
University of Pisa.  Over time, the OPS has developed a statistical information database aimed at 
harmonizing the different information records.  Not all of these records have an analogous level of 
development:  a) quantitative statistical data from administrative sources from the provincial territory; b) data 
on utilization from Social Services in order to allow for a constant monitoring of their needs and the 
interventions undertaken; c) data produced from quantitative investigations (surveys) and in-depth qualitative 
inquiries on certain topics. The territorial detail goes up to the municipal level and aggregates the data in a 
functional manner to the social and health programmes, according to the  Health’s societies.  The data 
collected is published in research journals, statistical dossiers and reports with analysis of the statistical data 
that highlight the main socio-demographic trends, assets and risk and social vulnerability factors at the 
provincial and sub-provincial level to be used as cognitive instruments for local government.  
5 The following events were organized as part of the research and action initiatives:  Study seminar on 
poverty “Reading poverty in the territories to fight it more effectively,” Conference on “Local Development 
and Social Inclusion” aimed at involving social parties and trade associations of the provincial territory in the 
debate on poverty and social exclusion.  
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June 2006 it promoted provincial research and actions to progressively involve the  Health’s societies in the 
territory and then the non-institutional stakeholders. It first used the bottom-up Open Coordination Method 
with the cooperation of the  Health’s societies in the region, and then that of the non-institutional 
stakeholders.  The aim of the process was to create a common concept of poverty and vulnerability in order 
to make it possible to share methodologies and indicators for measuring and monitoring the phenomenon in 
such a way that would be homogenous for the provincial territory.  It has disseminated knowledge in the 
provincial territory of the surveying instruments, indicators and protocols proposed by the European 
Commission.  

As part of its research and action efforts, UROPS has engaged the first two local institutions by signing 
Memorandums of Understanding: 

 The first one is with CARITAS and it seeks to exchange data on observing poverty phenomena 
enabling URPS to have access to the data on absolute poverty gathered by the Caritas Pisa 
Welcome Centres thereby promoting a united reading and analysis of the phenomenon as it occurs 
in the provincial territory;  

 The second was signed with INPS to reach a joint determination from the INPS database of the 
information relevant to intercepting poverty phenomena and provide UROPS with access to the 
database.  

Finally, to arrive at its objectives, UROPS sponsored an internal working group from the Province of 
Pisa together with the contact persons from the Town Councillorships for Economic Development and 
Productive Activities; Education; Training and Work thereby promoting good institutional practices within 
the Agency itself.  

The actions undertaken by UROPS, with the participation of the  Health’s societies of the provincial 
territory endeavoured to build a shared permanent territorial analysis and monitoring system of the 
phenomenon of poverty using a multi-method approach and capable of identifying the various aspects of the 
complexity of the phenomenon.  The different approaches applied to the system should constitute records that 
can be updated and integrated between them and will be strengthened by the creation of the SAMPLE 
project. 

1. Identify ecological type data relevant to measuring the phenomenon of poverty, present in the 
databases and institutional records already in existence in the territory as well as the national 
administrative data, building a concise measuring indicator of social hardship.  

2. Conduct a survey of families, individuals and poverty in the provincial territory, in order to 
identify the extent of poverty ascertained by the European Commission and measured through the 
EU-SILC investigation, for the first time connecting to the wave scheduled for 2008. 

3. Find additional dimensions to the processes of impoverishment through qualitative and in-depth 
investigations using the life story approach.  

4. By developing the suitable methodological instruments, gather and analyse the data/information 
in possession of the non-institutional stakeholders produced from their direct observations and 
experience with deprived and vulnerable citizens. 
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5. Promote self-evaluations by Social Services on their own policies and interventions to prevent 
and fight poverty and social exclusion.  

6. Promote awareness of the phenomenon among policy makers and stakeholders in the 
territory 

7. Link up with European Institutional networks as well as third sector networks operating in 
the thematic field of poverty and social inclusion.  

 
 

2.2.  The status of initiated processes  
Below is a presentation of the individual objectives, the processes that were initiated, and the instruments 
developed to reach the objectives.  

Objective 1:  Identify ecological type data related to measuring the phenomenon of poverty, that is 
found in the institutional databases and records that are present in the territory and national 
administrative data, building up a concise indicator for measuring social hardship. 

During the monthly meetings with the established work groups, the members examined that statistical 
data present in the Informational Statistical Database of the Provincial Social Observatory6, and they 
identified which information was relevant to poverty, which ones had already been used by the  Health’s 
societies and what new data was necessary for understanding the phenomenon of poverty and vulnerability 
(Attachment 1 Platform of shared data). 

This sharing process was followed by two work phases:   

A. Collection and analysis of the first data 

B. Construction of the concise indicator of social-territorial hardship 

 

 

A. Collection and Analysis of the Primary Data 

The analysis of the data was published in December 2006 in the first Preliminary Report on “Poverty, 
Vulnerability and Living Conditions of Families in the Province of Pisa” under the auspices of UROPS. 
The data analysed is listed below:  

 

                                                 
6 The OPS Statistical Information Database collects and updates data on the provincial territory, with a 
territorial breakdown as well as a municipal one when available in the fields of Demography, Foreign 
Citizens, Families, Housing, Education, job Market, Social Security, Health, Justice, Safety, Third Sector 
Associations. 
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 Data and Indexes Source 
 Demographic Aspects  
1 Evolution of the population per municipality 1951-2005  ISTAT and Municipal 

Registers 
2 Generic birth and fertility rates in the territories of the  Health’s 

societies (SdS) 2005 
ISTAT and Municipal 
Registers  

3 Evolution of the foreign population in the municipalities 1951-
2005 

ISTAT and Municipal 
Registers 

4 Impact of the foreign population on the resident population in the 
SdS – 2005 

ISTAT and Municipal 
Registers 

5 Countries of origin of the foreign citizens in the SdS – 2005 ISTAT 
6 Structured age survey of the foreign population according to 

gender and totals for the province – 2005. 
ISTAT 

7 Structured age survey of the foreign population according to 
gender and totals for the province -  2005 

ISTAT 

8 Resident population according to civil status and gender per 
municipality – 2005 

ISTAT 

9 Indexes on the elderly, dependency, exchange, structure of the 
working population per province – 2005 

according to ISTAT data 

 Family Components  
10 Type of families (couples with children, without children, single 

parents mother/father) – 2005 
ISTAT – Census 

11 Evolution in the number of families and average size 1996 – 
2005 

ISTAT 

12 Families according to number of members (1-2-3-4-5-6 and 
more) – 2005 

ISTAT 

 Housing Components  
14 Housing occupied by residents according to type of ownership 

and use - 2001 
ISTAT – Census 

15 Government housing:  number of rooms vacant and occupied per 
income category  - 2005 

Pisa Agency for Government 
Housing 

16 Number of assignees per age category – 2005 Pisa Agency for Government 
Housing 

17 Number of users per age category – 2005 Pisa Agency for Government 
Housing 

18 Request for government subsidy to pay rental:  number of 
families requesting aid according to nationality (Italian 
citizens/foreign citizens) per municipality 

Municipalities:  Housing 
Offices and Social Policies 
Offices 

19 Evolution of eviction orders (issued – request for execution – 
executed) 2001-2005 per province 

Ministry of the Interior on 
community data 

 Educational Components  
20 Distribution of (lower) secondary school degrees per gender and 

per province 
Scholastic Observatory 
Province of Pisa 

21 Educational degrees attained by parents of students in (lower) 
secondary school classes. 

Scholastic Observatory 
Province of Pisa 

22 Repeating students and non-repeating students – (lower) 
secondary school. classes 

Scholastic Observatory 
Province of Pisa 

23 Academic counselling and training per province (lower classes)  Scholastic Observatory 
Province of Pisa 
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 Data and Indexes Source 
24 Choice in type of education for students depending on lower 

secondary school diploma 
Scholastic Observatory 
Province of Pisa 

 Occupational Components  
25 Female unemployment in the Province of Pisa per municipality – 

2001 
ISTAT – Census 

26 Male unemployment in the Province of Pisa per municipality – 
2001 

ISTAT – Census 

27 Citizens available for work (unemployed – not working – 
precarious with an annual income under 7,500 Euro) per gender 
and per Employment Centre in the Province of Pisa  

Employment Centres - 
Province of Pisa 

28 Foreign citizens available for work (unemployed – not working – 
precarious with an annual income under 7,500 Euro) per gender 
and per Employment Centre in the Province of Pisa 

Employment Centres - 
Province of Pisa 

29 Citizens available for work (unemployed – not working – 
precarious with an annual income under 7,500 Euro) age 
category, gender and Employment Centre in the Province of Pisa 

Employment Centres - 
Province of Pisa 

30 Foreign citizens available for work (unemployed – not working – 
precarious with an annual income under 7,500 Euro) age 
category, gender and Employment Centre in the Province of Pisa 

Employment Centres - 
Province of Pisa 

 Social Security Components  
31 Evolution of the ordinary unemployment subsidies 2001-2005  INPS   
32 Evolution of the unemployment subsidies in the agricultural 

sector 2001-2005  
INPS   

33 Evolution of Mobility Indemnity 2001-2005 INPS   
34 Evolution of Redundancy Fund  2001-2005 INPS   
35 Pensions supplemented by Guaranteed minimum income (427.58 

euros per month) – 2005 
INPS   

36 Pensions supplemented by Guaranteed minimum income 
according to category (elderly – disability – reversibility) per 
municipality – 2005 

INPS 

37 Pensions supplemented by Guaranteed minimum income per type 
(elderly – disability – reversibility), and gender and per 
municipality – 2005 

INPS 

38 Total pensions according to amounts (<500; 500-999; 1000-
1499; 1500-1999; 2000-2499; 2500-3000; >3000) – 2005 

INPS 

39 Total pensions per gender and municipality – 2005  INPS 
   
 Health Components  
40 Request for exemption from paying health services co-payment 

based on income – Elderly per age group (65-69; 70-74; 75-79; 
80-84; 85-89; >90) and gender per municipality – 2005 

USL 5 Health Organization of 
the Province of Pisa 

41 Request for exemption from paying health services co-payment 
based on income – Children below 6 years of age per 
municipality – 2005 

USL 5 Health Organization of 
the Province of Pisa 

42 Request for exemption from paying health services co-payment 
based on income (self-certifying) – 2005 

USL 5 Health Organization of 
the Province of Pisa 

 



12                                                                              Chapter2. Poverty Indicators used in the Province of Pisa 

 

Additionally, the data was also represented in geographic reference maps at the municipal and provincial 
levels.  A first tentative representation of the sub-municipal level was attempted as an experiment according 
to census area, using the data from the 2001 Census. 

The Report was made public and itemized in 2007 in the territories of the  Health’s societies, stimulating 
the debate, promoting awareness of new approaches in evaluating the phenomenon and involving more 
territorial stakeholders. 

 

B. Creating a Concise Indicator of Social-Territorial Hardship 

The Department of Statistics, Economics and Applied Mathematics at the University of Pisa created a 
Concise Indicator of Territorial Hardship.  By using this indicator, an initial classification and mapping of the 
municipalities in the province was produced.  The indicator was put together by determining the following 
specific elements:  

 
 

 Indicators Source 
 Demographic Components   
1 Percentage variation of the population between 2001 and 2006 ISTAT 
2 Percentage of population => 75 years-old ISTAT 
3 Dependency index of elderly population  ISTAT 
 Family Components   
4 Percentage of large families (with 5 or more members) ISTAT – Census 
5 Percentage of families headed by single mother with children ISTAT – Census 
6 Percentage of single-member families 65 years of age and older ISTAT – Census 
 Housing Components  
7 Percentage of housing without heating occupied by residents ISTAT – Census 
8 Percentage of housing without hot water occupied by residents ISTAT – Census 
9 Over-crowding index ISTAT – Census 
 Human Capital Components  
 Quality of Human Capital  
10 Percentage of population between the ages of 15 and 52 not 

completing mandatory schooling 
ISTAT – Census 

11 Percentage of population aged 19 years and older who has 
obtained at least one Level II secondary school diploma 

ISTAT – Census 

 Employment of Human Capital ISTAT – Census 
12 Female unemployment rate ISTAT – Census 
13 Unemployment rate of young adults ISTAT – Census 
 Economic-Social Components  
14 Percentage of INPS pensions below 500 euros based on total 

INPS pensions 
INPS 

15 Ratio between resident population and working population ISTAT – Census 
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The results from applying the hardship indicator were published in a chapter of the methodological 
presentation and results of the municipalities’ application of the Province of Pisa of the indicator in the 
“Report on the Social Situation of the Province of Pisa” under the auspices of UROPS and published in 
February 2008 

Objective 2:  By means of surveys of families, individuals and poverty in the provincial territory, 
determine the extent of poverty identified by the European Commission and 
ascertained in the EU-SILC investigation, linking up with the first wave scheduled for 
2008. 

The financial unfeasibility of conducting an investigation as complex as the one recommended by the EU-
SILC of the territory lead to submitting an application so that the SAMPLE project would receive European 
financing. It is as part of this project framework that the sampling will be done with 800 families from 
166,429 (as of 31 December 2000 who are residents of the provincial territory, according to the procedures 
and goals presented in the project.  In 2006, the Department of Statistics, Economics and Applied 
Mathematics at the University of Pisa (project leader) prepared an estimate based on small areas using the 
micro data of the ICVF investigations made available to the IRPET.  It performed this estimate as part of the 
preliminary Report mentioned above.  As regards the methodology used to arrive at the estimate, please refer 
to the direct contributions in this deliverable prepared by the project’s University partners.   

Objective 3: Identify additional aspects of the processes of impoverishment through qualitative and in-
depth investigations through the life story approach 

To reconstruct the paths leading to impoverishment and coping strategies for material deficiencies and 
learn how social exclusion is experienced by individuals, a biographic investigation of subjects that turned to 
the Caritas Welcome Centres in the territory were conducted.  The investigation was made possible thanks to 
the UROPS-Caritas Memorandum of Understanding and was carried out by the Department of Social 
Sciences of the University of Pisa with the direct involvement of employees of the Welcome Centres who 
conducted the interviews.  The in-depth interviews with the persons selected who have used the Centres for 
several years, and how many have successfully found a way out of the poverty trap was done by means of 
biographical-narrative interviews.  The aim was to reconstruct the subjective paths to impoverishment, and 
place the narrators’ points of view at the forefront in order have the plurality of dimensions and 
representations of the conditions of poverty emerge.  These biographies would also serve to analyse the daily 
life experiences and the links with the past, as well as the future prospects of the persons interviewed.  The 
following components were identified:  

 
 

 MAP of CONSIDERATIONS for qualitative indicators 
 Main social-relationship contexts (problems confronted in daily life) 
1 Work 
2 Family 
3 Friendly relationship networks, groups and communities 
4 Educational and training background 
5 Support services (governmental, non-profit, networks).  
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 Temporal Components (background – previous experiences – future prospects) 
6 Current conditions 
7 Past experiences 
8 Vision of the future/planning actions and strategies and identification of 

resources/connections 
 Spatial Components 

9 Place of origin 
10 Residential transfers and/or migratory experiences 
11 Daily life environment 
12 Housing 
13 Subject’s housing history 
14 Relationship with public and private spaces 

 
The outcome of the interviews was published in the already-mentioned Report on the Social Situation of 

the Province of Pisa. 

Objective 4: Whilst developing the appropriate methodological instruments, collect and analyse the 
data/information in the custody of non-institutional stakeholders in the territory, 
resulting from their direct observations and experiences with impoverished and vulnerable 
citizens.  

To bolster knowledge regarding the complexity of the phenomenon of poverty, it is necessary to collect 
even extreme elements that often escape the methodological approaches already mentioned.  Subjects that are 
part of the third citizenship sector have informative reservoirs of interests, and the lack of structure in most 
cases, as well as the impossibility of comparing data often makes it impossible to properly take advantage of 
the knowledge produced in them for the benefit of the territorial analysis.  In order to convert their 
data/informational assets into available knowledge for use by the local government, the UROPS, together 
with the SdS collaborators started certain actions aimed at reaching this objective.  In 2007, the SdS 
collaborators identified the non-institutional stakeholders involved in preventing and fighting social 
exclusion7. This is the reason for establishing decentralized sub-working groups in the individual territories 
that followed the working group’s reflections.  They also participated actively in the seminars and 
conferences as well as identified statistical and quantitative data necessary for measuring the phenomenon8. 

In the territorial meetings of stakeholders they explained how they collect information and data on those 
citizens in need that turn to their associations.  There are various methods for gathering and recording the 
information with differentiated configurations. Agreement was reached to use an instrument that would make 

                                                 
7 Many of these actors are present, as already indicated, in the co-programming round tables (government 
agencies – third sector) for social inclusion policies provided for by national regulations and those of the 
Tuscany Region. 
8 The chapters drafted directly by the  Health’s societies employees in the already-mentioned “Preliminary 
Report on Poverty, Vulnerability and Living Conditions of Families in the Province of Pisa” provide a 
detailed account of the efforts made as well as the policies used to prevent and fight the phenomenon of 
poverty that were initiated by Social Services in their reference territories.  
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it possible to regularly collect9 their data and information.  At the time this report was drafted, the chart 
proposed was developed and shared by two territories by the  Health’s societies.  

The chart is not yet in its definitive version, because it might be subject to additional interventions.  At 
present it includes the following data:  

 
 Structure of Form for Stakeholders (information to be collected every six months) 
 Information on the organization  
1 Name, Type of Organization, Person in Charge 
2 Year established 
3 Address (street – town – administrative division; telephone number and e-mail; web site if it 

exists 
4 Sectors (in order of prevalence) and services provided according to each sector listed 
5 Services provided with the greatest frequency in the last two years 
 Information on Users 
6 Estimate (or exact figure) of the number of users attended to in the period identified 
7 Subdivision into age – gender – citizenship – country of origin categories 
8 Civil status and presence/ non presence of children 
9 Part of the territory from which they come (Municipality/ administrative division) 
10 Subjects requesting services:  increase or decrease during the time under consideration 
10 If subjects’ needs are taken care of:  total number of persons under care for several years and how 

many new subjects 
11 Needs expressed (indicate order or prevalence) 
12 Needs expressed according to nationality of citizen 
 Networks 
13 Names of institutional agencies that the organization works with (specify territorial level) 
14 Names of third-sector agencies that the organization works with (specify territorial level) 
15 names of institutional agencies and third sector organizations that operate in the prevention and 

fighting of poverty with whom you DO NOT collaborate (specify the territorial level) 
 Evaluation of Interventions 
16 Successful interventions and the factors that were decisive in success 
17 Unfavourable conditions of the territory that do not make effective interventions possible 
18 Type of individual support required by subjects in need 
 Observations by person filling out the form (blank space) 

 

Objective 5: Promote self-evaluations by Social Services on their own policies and interventions to 
prevent and fight poverty and social exclusion.  

Something that came to light in the work groups is the need for persons working in the  Health’s societies 
to be able to involve Social Services from the territory when it conducts self-evaluations and deliberations of 
the policies established.  The daily work of the agencies, and the urgency of social exclusion lead to a lack of 
these opportunities, which instead are crucial in highlighting the critical nature and limits of their actions, 
develop new proposals and identify good practices adopted in individual territories by the  Health’s societies.  

                                                 
9 An initial suggestion that was valued by the work groups was to collect and analyse the forms every six 
months.  
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Towards garnering support for this process, during the course of 2006, with the scientific support of experts 
in Business Economics proposed by the Department of Statistics, Economics and Applied Mathematics at the 
University of Pisa, a study was initiated on the logistics of planning and the dynamics of spending for 
interventions on social inclusion.  It was from this viewpoint that the first guidelines were developed making 
it possible to allow the contact persons from the Healthcare Organisations, together with the territorial 
working groups, to draft an initial report on the status of their territorial interventions.  

The first results were published in the above-mentioned Preliminary Report on Poverty, Vulnerability and 
Living Conditions of Families in the Province of Pisa. 

 
 
 

Framework for analysing the current status of social inclusion interventions carried out in 
the reference territories by the  Health’s societies 

 Definition of concepts in the different territorial spheres 
1 Poverty 
2 Social exclusion 
3 Social inclusion 
4 Types of hardship in the territories 
 - Economic condition of family units 
 - Precariousness of the job market 
 - Disintegration of family units 
 - Unravelling of social and relationship networks 
 - Ageing of the population 
 - Mental or physical disease 
 - Hardship related to forms of dependency 
 - Cultural privation 
 - Infantile privation 
 - Gender poverty 
 Local welfare policies set up to combat the phenomena 

4 Economic interventions (continuous and one time economic grants, aid agreements) 
5 Interventions to promote social inclusion (systemic social policy interventions and intervention 

projects) 
6 Social spending:  balance sheet 
 Network procedures and institutional relationships with the third-party subjects in the 

territory 
7 Involvement modalities of third sector associations 
 - Establishment of territorial tables for social inclusion 
 - Modalities to carry out the project interventions with the third-sector subjects 
 Evaluation of the interventions 
8 Strong points of the territory 
9 Critical points of the territory 
10 Successful interventions 
11 Type of individual support needed by subjects in state of need 
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Objective 6: Promote awareness of the phenomenon among policy makers and stakeholders in the 
territory. 

In addition to launching the efforts described herein and the involvement of territorial players, UROPS 
from time to time presented the results of its research in the territories, thereby stimulating knowledge of the 
phenomenon and increasing the awareness of new forms of poverty.  During the course of the territorial 
presentations, it also gathered additional information on how the phenomena of social exclusion presented 
itself in the territories and made additional contacts to increase the non-institutional subjects that could be 
encouraged to participate (anti-usury centres and other associations active in the territories). 

The process of territorial involvement will be pursued as part of the SAMPLE project.  

Objective 7: Link up with European Institutional networks as well as third sector networks operating in 
the thematic field of poverty and social inclusion. 

In its efforts to reach this objective, UROPS so far conducted meetings with certain European networks 
involved with the issues of poverty and social inclusion. These meetings have not yet been formalized. The 
objective was to develop an analogous language and approach to the phenomenon, compare the indicators 
used in measuring them, and learn about European good practices at institutions and third sector associations.  
Among others, one of the good practices identified was that of empowerment interventions encouraging the 
direct involvement of persons living in poverty.  

The contacts that have not yet been formalized in the previous phases were made by UROPS and the 
above-cited EAPN, and specifically, with contacts from the Italian chapter of CILAP and with the European 
network RETIS.  

Developing this project will make it possible to expand the European relationship networks and the 
planned scientific partnership, creating a fertile field of opportunities to work in collaboration with a wider 
number of actors in the European territory, both institutional and non-institutional that are actively fighting 
poverty.  
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Conclusion 
 
 
Expanding the efforts of local territorial governments in their analysis and 
interventions in fighting and preventing poverty 
The status of the efforts described in this document reveals a progressive conceptual convergence on the 
multi-dimensional interpretation of poverty and social exclusion by different territorial actors, both 
institutional and non-institutional, and varied actions and instruments used to measure the phenomena. 

What does emerge from the examination of the territories is that there is a weak application of the 
approaches, methodologies and policies adopted and recommended by the European Commission to prevent 
and fight poverty.  

Systematic actions were initiated that were recounted in this report, both at the regional and provincial 
level, to share methodologies and instruments in order to reach a convergence of analysis and a more 
efficient comparison of the synergetic policies to strengthen the welfare systems.  The common cognitive 
bases constructed with the participatory approach used actually facilitates and assists the rationalization and 
integration efforts of the policies thereby benefiting impoverished citizens. 

Specifically as regards the territory of Pisa, UROPS, acting as the promoter and organiser of the territorial 
sharing efforts, in a bottom-up proposal of the European Open Coordination Method, hopes to conclude and 
strengthen the actions undertaken thanks to SAMPLE.  




